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If ideas carne quite at random, the solution of problems 
would depend mainly on chance. Many people believe that this 
is so. . .. It is difficult to believe that such a widespread opinion 
should be entirely devoid of foundation, completely wrong. But 
is it completely right? 

George P6lya, Mathematical Discovery: On Under

standing, Learning, and Teaching Problem Solving 

(combined edition) (Ref. [1]), ©1981 by John Wiley 
& Sons, Inc. Reprinted by permission of John Wiley 
& Sons, Inc. 

To many, mathematics is a collection of theorems. For me, 
mathematics is a collection of examples; a theorem is a state
ment about a collection of examples and the purpose of proving 
theorems is to classify and explain the examples ... 

John B. Conway, Subnormal Operators (Ref. [2]), Re
search Notes in Mathematics No. 51, Pitman Ad
vanced Publishing Program, 1981. Used by permission. 

"When I use a word," Humpty Dumpty said, in a rather 
scornful tone, "it means just what I choose it to mean .~ neither 
more nor less." 

Lewis Carroll, Through the Looking Glass, and What 
Alice Found There (Ref. [3]) 



In memory of my father 
Robert M. Exner 
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Introduction 

For Students 

Congratulations! You are about to take a course in mathematical proof. If 
you are nervous about the whole thing, this book is for you (if not, please 
read the second and third paragraphs in the introduction for professors 
following this, so you won't feel left out). The rumors are true; a first 
course in proof may be very hard because you will have to do three things 
that are probably new to you: 

1. Read mathematics independently. 

2. Understand proofs on your own. 

:1. Discover and write your own proofs. 

This book is all about what to do if this list is threatening because you 
"never read your calculus book" or "can't do proofs." Here's the good news: 
you must be good at mathematics or you wouldn't have gotten this far. 
Here's the bad news: what worked before may not work this time. Success 
may lie in improving or discarding many habits that were good enough once 
but aren't now. Let's see how we've gotten to a point at which someone 
could dare to imply that you have bad habits.l 

The typical elementary and high school mathematics education in the 
United States tends to teach students to have ineffective learning habits, 

1 In the first paragraph, yet. 
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and we blush to admit college can be just as bad. A lecture designed to 
make it unnecessary to read the book, for example, tends to make you not 
read the book. If lecture and text present you with a list of formulas to 
memorize and model problems to imitate, you reasonably assume mathe
matics consists of memorization and imitation. The answers in the back of 
the book teach you that the answer is the important thing. If the book is 
written so that there is no place for a reader to participate actively (by ask
ing questions, constructing examples, or solving problems), you are trained 
to believe that reading mathematics is a passive activity. If you are not 
given effective tools for word problems (story problems), you use ineffec
tive methods of attack (two popular favorites are frantic but unthoughtful 
activity and an endeavor to keep the problem at least 10 feet away and 
poke it with a stick to see if it is safely dead). If the benefits of good nota
tional habits are not shown, you adopt poor notational habits [for example, 
it is frequent in the taking of derivatives to write, but not to mean, that 
f(x) = x2 = 2x]. If a test consists only of problems exactly like those in 
the book, you are encouraged to believe that doing mathematics is having 
success at doing old problems. 

To teach you this sort of thing is to do you an injury. The behaviors 
that result are learned. as is clear because children have active and ef
fective learning habits (as anyone who has watched a five-year-old take 
something apart can verify). As adults, we solve problems every day, and 
wouldn't dream of being passive, purely imitative, or only answer oriented 
in non mathematical areas. Those of you in athletics, for example, would 
feel cheated if your sports season (the chance to play) was replaced by just 
the final scores of all the games (the "answer"). Likewise, the pleasure in 
music is primarily the doing, and the struggle to learn and perfect new 
music, not endless time playing old music over and over. 

Like music and athletics, the main pleasure in mathematics is in the 
process of doing: exploring. inventing, and discovering. Again, the good 
ne\vs is that somehow you survived intact enough to make it to a first course 
in proof. You are therefore intrinsically good doers of mathematics, but you 
may be fighting with one hand (or two hands) tied behind your backs 
without knowing it. This book is all about some active tools to make your 
doing of mathematics Illore effective ane! thus, possibly, Illore enjoyable. 

Like any other tools, these are only good if you use them. This book will 
be a waste if you are unwilling to try the things it suggests. Symbolic of 
the sort of thing required is this icon: 

This icon (supposed to be a waiting pad of paper and a pencil) means 
that at this stage you ought to put down the book and do something. 
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Really. Every time. To keep reading is to miss the whole point of more 
effective things to do to help your reading and doing; more effective things 
not done are not effective. Go to it. 2 

For Professors 

This book is designed for those students about to engage in their first 
struggle with reading mathematics independently, understanding proofs, 
and discovering proofs. Such grappling is typically done in either a first 
course in real analysis, abstract algebra, or sometimes topology; or in a 
"transitions" course. The changes are dramatic: "don't prove" (calculus) 
to "prove"; "don't read, imitate examples" (calculus) to "read and think 
independently." We as professors tend to hope that somehow students are 
already at the top of the first of the cliffs along the way to being mathe
maticians; all too often, they simply run into the bottom of that cliff. For 
all but a few, calculus and linear algebra have not provided much of a ramp 
up. 

The author, at least, persists in approaching this first course in proof with 
great pleasure and anticipation. 3 The material is exciting and basic to much 
of the rest of mathematics, and students finally get to see what mathematics 
is really about. There is usually a large fund of relevant examples with which 
to aid the development of intuition, and often even simple examples touch 
the essence of the subject. The entry-level proofs are straightforward and 
their key ideas well indicated by any decent example; many of the proofs 
go farther and "write themselves." There are always marvelous concepts 
that suggest enough problems to keep any student enthralled. What could 
possibly go wrong? 

Except for the students reading this we all know what goes wrong (and 
they have plenty of gloomy rumors from their elder peers). Whatever your 
institution's first course in proof, it may well be viewed by students as 
a baptism by fire for those interested in theoretical mathematics and a 
painful, grueling, and unnecessary final requirement for those interested 
in applied work (and too many students abruptly change to applied areas 
after the course, too). A great deal of student time is spent floundering 
around and doing things that are, frankly, completely off track. It is not 
uncommon to be asked about a problem by a student who can give no 
concrete example of anything relevant to the matter at hand (sometimes in 
spite of considerable time "working" on the problem). The first proof course 
would be perfect if we were willing to frustrate, discourage, and fail many 
students whose mathematical pasts were both successful and enjoyable. 

20r , if not, sell this thing back to the bookstore. 
3This is naive but by no means unique. 
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This book i::; intended for students whose backgrounds need repair before 
they or we can decide how far their talents will take them. It presents a 
pair of tools for reading and doing mathematics (especially proofs) that are 
primarily proce::;se::; for learning independently. The effective use of e.ramples 
and the benefits of sensitivity to informal and formal language are part of 
the working ::;tock of any mathematician. The author believes that a student 
in a first proof course who has not already learned these skills by osmosis 
is unlikely to do so now, and thus explicit instruction is required. The goal 
is to help students become active and independent learners and doers of 
mathematics by showing them some effective ways to do so. 

Ways to Use This Book 

This book can serve as a supplement to any of the standard texts for a 
traditional "content" course in real analysis, abstract algebra, or topology. 
The most straightforward use is to begin the semester with the chapters 
about how to read independently and grapple with proof as an investment 
for the future. This initial investment is nonetheless, for many professors, 
acutely painful, since it decreases the time for the mathematical content and 
especially those beautiful theorems that already have to be crowded in at 
the end. This pain is real, but we've tried to use the standard introductory 
material (such as sets, functions, relations, and so on) so that this work 
can he read along with, or even instead of, that standard introduction. One 
might, for example, assign part of this text, Lab I (Sets by Example) or the 
equivalent section in the content t.ext, more of this text, Lab II (Functions 
by Example) or its equivalent, and so on. Further, the exercises are diverse 
enough so that a Real Analysis or Topology student can be required to 
construct examples for sequences, for example, while a student in Abstract 
Algebra can construct instead examples for groups. To some extent, time 
spent on thc~se techniques doubles as time on introductory content. 

This text may also be used as the main text for a "transitions" or 
"bridge" course. One would begin with the methods chapters, probably 
interspersed with the Laboratory sections as appropriate. For a full credit 
course, some supplement near the end of the semester with a content text 
would probably be reqnin,d, although students benefit from more time on 
the methods sections thaI! one would believe possible. A "l\Ioore method" 
text of some kind provides in many ways the most ohvious reinforcement 
that the techniques from this book are needed (a nice example is the set of 
notes on Graph Theory written by Martin Lewinter [4]). 

Acknow ledgrnents 

This book was written over a space of years, and has benefited greatly 
from comments on its variolls incarnations from students too numerous 
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to mention, but to whom I wish to give sincere thanks. I would like to 
thank as well the College of Wooster, which provided technical support 
during some stages of the production of the manuscript. I wish especially 
to thank my father, Robert M. Exner, both for insightful comments on an 
early version of this work and for an inspiring model of thoughtful teaching. 
Various colleagues, especially those at Bucknell University, also have my 
gratitude for their encouragement and criticism of this manuscript, as well 
as their insights into teaching. This approach, and its sins of commission 
and omission, is my own, but my teaching has been influenced and improved 
by theirs: thanks. Finally, to Claudia, Cameron, and Laurel, who have paid 
some of the price for this work's completion: Understand that you make it 
all worthwhile. 



1 
Examples 

1.1 Propaganda 

The argument of this chapter is simple: to understand the abstract ideas 
of mathematics you need to attach to them concrete examples. People do 
this all the time in non mathematical areas; think, for example, of a child's 
brush with the definition of "mammal." According to Webster, a mammal 
is "one of a class of animals that nourish their young with milk secreted by 
mammary glands and have the skin usually more or less covered with hair." 
Rote memorization of this doesn't guarantee much, but if the child can say 
"Well, a cat is a mammal" the child actually knows something. If the child 
can run through the checklist and verify it for a cat, things are better yet. 
If the child knows that a mouse and a whale and a bat are mammals the 
understanding is pretty good.! If the child can say as well that a fish and 
a bird and a shark are not mammals, and why not, the understanding is 
really sophisticated. This package of basic examples, examples that display 
the boundaries of the definition, and "non-examples" is vital; if the child 
doesn't have it, understanding isn't complete. 

You've used examples in mathematics to good effect too. In your calculus 
courses, for example, you almost certainly solved your first max/min prob
lems by finding an example problem in the text and imitating it as closely 
as possible. If someone asks you to discuss "lines" you might well say "let's 

1 If the child knows a duck-billed platypus is a mammal, the understanding is 
fairly deep. 
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take y = :r to begin with." You may well have understood the definition 
of "continuous at a point" by a collection of various functions continuous 
at a point and, at least as important, function8 that exhibit various ways 
continuity at a point might fail. Your understanding of subspace in linear 
algebra was probably improved when you worked through the details that 
the collection of polynomials which are zero at x = 1 is in fact a subspace 
of the space of polynomials. Indeed, this paragraph itself is a collection of 
examples from your probable mathematics histories illustrating the idea of 
learning by example. 

It may not have struck you at the time that the examples you collected 
were usually supplied by someone else, like a teacher or textbook author. 
These examples are better than none at alL but, frankly, this is a bad habit 
we the teachers and you the students have fallen into. When you start doing 
upper-l~~vel college mathematics, or are in graduate or professional work, 
and certainly when you aren't a student any more and have to learn some
thing on your own, there won't be pre-prepared examples. Part of learning 
independently is constructing your own examples for your understanding. 

The news really isn't bad, since you get more out of constructing your 
mvn anyway. You'll understand new things more quickly if you do. An effort 
to generate your own examples, even if unsuccessfuL will lead you to weigh 
and test each part of a theorem or definition. If you do this regularly, you 
build a collection of examples you can reuse, and you may see patterns in 
your collection that lead to good questions. This section is about 8tarting 
out on the process of using examples in a careful way t.o help you learn. 

Here's a final piece of argument. It is annoyingly trite to say that what 
you do yourself sticks with you while what you watch doesn't; it is annoying 
m08tly becau8e it is true. The effort to construct an example is an effort, 
and as such is active instead of passive. You know that watching a soccer 
player doesn't make you a soccer player. and observing a fine violinist isn't 
going to make you first chair in the orchestra. l\Iathematics is no different. 

1.2 Basic Examples for Definitions 

\Ve present the technique of constructing ba8ic examples by example, using 
a definition you might recall from calculus. 

Definition 1.2.1 A function f is ifljective if, for every Xl and X2 in the 
domain of f, f(xd = f(x2) implies Xl = X2· 

(You might have used instead the phrase one-to-one for thi8.) 

Unless you are the victim of a conspiracy, there probably are some func
tions out there that are, in fact, injective. Why don't you pick a function 
and we'll 8ee if it is? 
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1.1: 

Ahem ... why don't you pick a function and we'll see? 

1.2: 

We can illustrate what needs to be done with j given by j(x) = x2. What 
we are to check is whether, for every Xl and X2 in the domain of j, j(xd = 

j(X2) implies Xl = X2. Well, is it true? 

1.3: 

If the condition seems complicated, realize that one advantage of our con
crete example is specificity. We need to check whether, for every Xl and X2 
in the domain of j, xi = x~ implies Xl = X2. Does this hold? 

1.4: 

If this is still too complicated, realize that it is legal (in fact, really the 
whole point) to be more concrete yet. Let's take Xl = 3. Then xi = 9. We 
have to check if x~ = xi = 9 implies X2 = 3. Does it? 

1.5: 

Now we are in business. We have produced an Xl, namely 3, and an X2, 
namely?, such that xi = x~ but Xl -=I X2· 

Perhaps you are complaining (complain, complain, moan, moan, gripe, 
gripe) that we haven't constructed an example of something satisfying the 
definition, but of something not satisfying the definition. That's quite true. 
But it is quite likely that you still understand the definition better than 
you did, and in fact we've constructed a "non-example" (a useful class of 
things we'll get to later). 

Before we turn to another example, let's see what we can get out of 
this one. 2 Recall that pictures (in this case, graphs) are very useful exam
ples. Draw the graph of the square function and see if you can indicate 
graphically why it fails to be injective. 

2It is reasonable to hope that your work, even though not completely success
ful, should get you something. Don't give up on it too soon. 
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1.6: 

As a check, think about the function 9 given by g(x) = .r4 . Do you think 
9 is injective? Does the idea of your picture above help in thinking about 
this? Is 9 injective'? 

1.7: 

To continue the search for something actually satisfying the definition, 
consider the function i given by i(x) = x. Is this injective? 

1.8: 

Did however you thought about it at least include a picture? 

1.9: 

\Ve at last have a basic example for the definition, namely a simple object 
satisfying its condition. In some ways we'll discuss later, this is a little too 
special an example. What about 9 given by g(x) = 3x + 5? 

1.10: 

\Vhen done with this, note that the function "x" works, "X211 does not, and 
"x4" does not. Well? Ask and answer the obvious question. 

1.11: 

1.2.1 Exercises 

1.12: \Ve warm up with some work on sets. Give some examples of a set 
described by listing its elements. Give some examples of a set described 
by a condition (the template for such sets is {x : x .. . }, which form is 
sometimes called set builder notation). 

1.13: Suppose that A and B are sets. Recall that the intersection of A and 
B, denoted A n B, is the set of all elements in both A and B. Recall that 
the union of A and B, denoted Au B, is the set of all elements in either A 
or B. Define A - B to be the set of all elements in A which are not in B. 
Examples, please. 
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1.14: The Cartesian product of the sets A and B, denoted A x B, is the set 
of all ordered pairs whose first element is in A and whose second element 
is in B. Find examples; don't start with A = B but do include that special 
case. 

1.15: Here's a definition. 

Definition A function f with range contained in a set S is §jJJjective on 
S if for every s in S there is an x in the domain of f such that f(x) = s. 

You may have met this definition using onto instead of surjective. Explore 
this definition with various examples and non-examples. It is interesting to 
keep the same function and change the set S, among other things. 

1.16: A function f from A to B is a one-to-one correspondence if f is both 
injective and surjective on B. Explore. 

1.17: A gram is a set of vertices (sometimes called points) and edges (some
times called lines) connecting some pairs of points. If vertices are joined by 
an edge, they are ~acent. A walk from vertex Vi to vertex V2 is a sequence 
of vertices beginning with Vi and ending with V2, and such that each vertex 
(except vd is adjacent to its predecessor in the sequence. (Note that the 
edges between the vertices are implicit in the sequence.) A trail is a walk 
in which no (implicitly traversed) edge is repeated. A ~ is a walk with 
no repeated vertices. 

It is convenient when considering graphs to draw points and connect 
them by straight or curved edges; crossings that occur but do not corre
spond to a vertex don't count. Explore the above definitions. 

1.18: Denote the set of edges of a graph G by Ec and the set of vertices 
by Vc. Two graphs G i and G2 are isomorphic if there is a one-to-one 
function f from the VC, onto VC2 such that vertices u and v in Vc , are 
adjacent if and only if vertices f(u) and f(v) in VC2 are adjacent. Explore 
these definitions. By the way, the name is again meaningful: "iso" means 
"same" (e.g., isosceles triangle) and "morphos" is "structure" (biologists 
might recall the word "morphology"), and isomorphic graphs turn out to 
have the same structure as far as any question of graph theory is concerned. 

1.19: A graph is connected if every two of its vertices have a walk beginning 
at one and ending at the other. A £ycle is a walk in which the first and last 
vertex are the same, and which is otherwise a path (that is, it includes no 
other repeated vertices, nor is the first repeated more than once). Explore 
these. 

1.20: A relation from A to B is a subset of Ax B, so it is a set of ordered 
pairs whose first element is in A and whose second element is in B. Give 
examples using A = {I, 2, 3} and B = {a, b, c} to start with; what is the 
difference between A x B and a relation from A to B? 
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1.21: A relation on a set 5 is a relation from 5 to 5. Alternatively, a 
relation on a set 5 is defined to be a set of ordered pairs of elements of 5. 
Using 5 = {I, 2, 3, 4} to start with, find some relations on 5. 

1.22: The definition in the previous problem(s) may have surprised you, 
since we usually think of a relation as something occurring between ele
ments: "less than" is a relation on the real numbers, for example, and if 
we substitute into the phrase "a < b" some pair of numbers a and b, we 
get something either true or false. If the result is true we say that a and b 
satisfy the relation "less than," or just "a is less than b." The connection 
with the definition above is that if we collect all the pairs of numbers a 
and b for which we wish "less than" to be true, the set of all these pairs 
captures the relation "less than'" completely. One advantage of calling the 
set of ordered pairs the relation (instead of calling the "rule" the relation) 
is that the definition is in terms of things we already know about: sets and 
ordered pairs. Another advantage is t.hat this way one can get relations very 
difficult to describ(" in terms of rules, but which are perfectly good sets of 
ordered pairs. So from now on we consider the set of ordered pairs the 
relation, although we are of course happy if you recognize it as something 
familiar. Using the set 5 of the previous problem, find the set of pairs for 
your old friend, what you used to call the relation ;'less than." 

1.23: Find, using the set 5 of the previous problems, some other familiar 
relations. Find some othm familiar relations in more general settings. 

1.24: Relations may have various properties, some of which are important 
enough to have names. A relation R on a set 5 is said to be reflexive if for 
every a in the set 5, (a, a) is in R. A relation R is ~vmmetric if whenever 
(a, b) E R, then also (b, a) E R. A relation R is transitive if whenever (a, b) 
and (b, c) are in R, then so is (a, c). Explore these definitions on the set 5 of 
the previous problems, and in general. Part of your exploration should be 
to decide why these names are appropriate labels for these various notions. 

1.25: A relation which is reflexive, symmet.ric, and transitive is called an 
equivalence relation. Find some equivalence relations, and find also some 
relations that are not. Please note that for a single set. 5 (with more than 
one element), the plural form "relation:{ is appropriate. 

1.26: A group is, informally, some set on which we have an operation (which 
we will call addition and denote "+") with at least some of the familiar 
properties. Take it on faith for the moment that the real numbers under 
the operation of addition form a group.:' A function f from a group G to a 

3They actually have so many extra propertie~ they are much more, but that'~ 
a story for another time. 
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group K is a homomorphism if it preserves addition in the following sense: 

f(x + y) = f(x) + f(y), for all or, y in C. 

Taking each of C and K to be the real numbers, find some examples of 
homomorphisms. [It should be automatic by now to note in passing that 
"homo" means "same" and to recognize your recent acquaintance "mor
phism" (see Exercise 1.18).] 

1.27: A set A of numbers is said to be bounded above if there exists some 
number !vI so that for every x in A, x ::; !vI. Such a number !vI is called an 
1!P~ bound for A. Give examples of sets with an upper bound and some 
without. If a set has an upper bound, does it have only one? 

1.28: A set A that is bounded above is said to have a least 1!R~ bound if 
there is a number !vI that is an upper bound for A and has the property 
that no number less than AI is an upper bound for A. Explore. 

1.3 Basic Examples for Theorems 

We may also make basic examples for theorems, but it's worthwhile first 
to say more carefully what a definition, and then what a theorem, is. The 
key notation here is that of condition; for the moment, think of a condition 
informally as something that becomes either true or false when we plug in 
the name of an object (for example, "triangle x has three congruent sides," 
"x is a set of ordered pairs," ... ). A definition is really a name attached 
to a condition. It is a little complicated because that name may be a noun 
(a relation is a set of ordered pairs, a triang~ is ... ) or an adjective (a 
triangle is equilateral, a function is continuous if ... ). The condition may 
be complex, including several conditions in a bundle, but we agree to use 
a certain label (noun or adjective, as we're told) for anything satisfying 
everything in the bundle. Sometimes we say "has a RIQ~y" instead of 
"satisfies a condition." In this language the technique we just used to get 
a basic example for a definition is really a basic example for the condition. 

Again in this language, many theorems are really a guarantee involving 
two conditions (we'll worry about other forms later). The hypothesis of the 
theorem (the assumption) is a condition Ch and the conclusion is another 
condition Ce . The theorem is the guarantee that any object satisfying the 
condition Ch necessarily satisfies another condition, namely Ce . The con
struction of a basic example for a theorem is then really the construction 
of an example satisfying the condition of the hypothesis and then the veri
fication that the example really does satisfy the conclusion. (Of course, the 
theorem already guarantees it satisfies the conclusion, but the verification 
is still good for your intuition and your efforts to understand the theorem.) 

Let us begin by illustrating the technique with a familiar theorem. 
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Theorem 1.3.1 If f is a function continuous on [a, b] and differentiable 
on (a, b) then there exists a point c in (a, b) such that 

(1.1) f'(c) = f(b~ = ~(a). 
We shall construct some examples to aid our understanding of this, the 
Mean Value Theorem. 

A starting place is to try to understand what the theorem says by choos
ing a simple function f and a simple a and b, and trying it out. What 
about f given by f (x) = x2 , a = 2, and b = 5 as a reasonable starting 
point?4 There are several things to check before we proceed further, lest 
we use a function not fitting the hypotheses of the theorem. For example, 
the function f is continuous on [2,5] as needed. What else must be checked? 

1.29: 

If you didn't check that f was differentiable on (a, b) you need some sort 
of wakeup call. But realize that what you are doing is getting a simple 
example for the condition of the hypothesis. 

We can compute the right-hand side of equation (1.1): 

_f (,---,5 )_-_f----'(---'--2) __ 25_-_4 _ 7 
5-2 - 5-2 - . 

This is presumably equal to l' (c) for some c in (a, b). Well, for our example 
l' (x) = 2x, so l' (c) = 2c. Therefore, if this theorem is correct we should 
have 

2c = 7 

for some c in (2,5). What is the obvious candidate? 

1.30: 

(Hey ... the theorem worked!) 
There are a few parts of the procedure of constructing this example (as 

opposed to the example itself) worth noting. We let this sort of thing pass 
in our construction of an example for a definition, but let's think about it 
now. Why f given by f(x) = x 2? 

1.31: 

40bserve that in a better world you would have chosen your own. Since we 
are just starting out, you get away with it this time. 
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A more subtle question is, why not use f(x) = x? 

1.32: 

Why 2 and 5? 

1.33: 

The point is that for this sort of example you should pick one you can 
compute with as long as it is not misleadingly special (this is the sense in 
which i(x) = x was too special an example for a previous discussion of the 
definition of injective). 

What might you do as an accompaniment to the example above? 

1.34: 

Remember pictures?5 The ingrained habit of at least trying to draw a 
picture gets one at least as far as 

(note that we stick with our concrete example). Even a little understanding 
of the significance of f'(c) = f'(7/2) should impel you to draw the tangent 

5 A cynical teacher might think your eye skipped right to this paragraph with
out giving you a chance to think. No. You wouldn't do that. Anymore. Please? 
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line of which it is the slope: 

After alL the more of what we know the picture includes, the more m,eful 
it is likely to be. The slope 1'(c) ifl equal to 

f(5) - f(2) 
5-2 

25 - 4 

5-2 

flO it should be tempting to try to interpret this latter quantity as a slope. 
Insert a good line with this slope in the diagram! 

1.35: 

Oh yes, the slope of the chord from (2,4) to (5,25) is the right thing, and 
the picture is complete. l'viemories of first term calculus might have gotten 
YOll here right away: we're claiming you could have done this yourself during 
your first tangle with the l\Iean Value Theorem. 

'We'll see that there are several different kinds of examples: this basic 
one was constructed to make sense of what a theorem says. This one also 
answers in part a very common student complaint: "If I don't understand 
the theorem how can I draw a picture or do an example?" Answer: you can 
always draw and work with and try to apply the theorem to something as 
simplemindf~d as f(x) = x 2 , a = 2, b = 5 or some other equally concrete 
example. The concreteness allowfl you to whittle away at the problem; you 
certainly could compute f(5) = 25 whether you understood anything else 
or not. Care in writing down what you can compute or do understand leaves 
you focused on what you don't, as does care in labeling pictures. 

Another part of the answer is that any picture or example is better than 
staring at nothing (the blank page) . You may get to a better picture or 
example. You may realize that you don't understand a term in the theorem 
and won't make progress until you review a definition. A picture can take 
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you quite a long way; work with a picture of the "generic" function is 
another route to understanding the Mean Value Theorem: 

Start labeling: where is a? Where is b? f(b)? f(a)? Where does c have to 
be? What is f'(c) or (J(b) - f(a))/(b - a)? How can they be included in 
the diagram? Once you touch the pencil to the paper you are already way 
ahead of the technique of staring. 

1.3.1 Exercises 

1.36: Theorem: If A, B, and C are sets, then 

An (B u C) = (A n B) u (A n C). 

1.37: Theorem: If A, B, and C are sets, then 

A - (B n C) = (A - B) U (A - C). 

1.38: Theorem: If {{x}, {x,y}} = {{u},{u,v}} then x = u and y = v. 
Remark that this theorem is the basis of one definition of ordered Qillr in 
terms of sets. In your example, consider the special case in which x = y. 
Also, would x = v and y = u work to make the sets equal? 

1.39: Theorem: If R is a relation on a set S, and every element of S occurs 
as a member in at least one ordered pair in R, and if R is symmetric and 
transitive, then R is reflexive. Explore. Definitions yot: may need are in 
Exercise 1.21 and following. 

1.40: Here is a definition. 

Definition A 12artition of a set A is a collection of subsets {Ac,,} of A 
that are pairwise disjoint (that is, any pair of them has empty intersection) 
and so that A is the union of the Ax. 
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For the set {l, 2, 3, 4, 5} construct several different partitions. To start 
with, partition {l, 2, 3, 4, 5} into sets Al and A 2 . Note in passing that the 
name "partition" is entirely appropriate for the concept. 

1.41: A partition {A]} of a set A is said to be finer than a partition {Bd 
of A if for every j there exists a k so that Aj C;;; B k . After you have explored 
this definition, consider the following theorem. 

Theorem Every set S has a finest partition. 

1.42: The following, the Intermediate Value Theorem, is from elementary 
calculus (although its proof is very far from being elementary calculus). 

Theorem Let f be a real-valued function defined and continuous on a 
closed interval [a, b], and S'uppose f(a) > 0 and f(b) < O. Then there el:ists 
a point c in the open interval (a, b) such that f(c) = o. 

1.43: You may need to recall some definitions from Exercise 1.17; also, two 
paths from vertex VI to vertex V2 are independent if they have no vertices 
in common except VI and V2. 

Theorem If two veTtices VI and 1)2 are on a cycle containing at least thTee 
distinct veTtices. then theTe exist at least two independent VI 1'2 paths. 

1.4 Extended Examples 

Let's move to another kind of example. Our square function example to go 
with the Mean Value Theorem is so simple that the theorem doesn't appear 
very powerful. You don't need a theorem to show that a c satisfying the 
conclusion exists since you can (and did) produce such a c. Can we construct 
an example in which the conclusion of the theorem seems reasonable but 
can't be verified (at least trivially) otherwise? Sure; we do need a function f 
so that the solution of the equation .f'(c) = T (where T is known) isn't easy 
(why?). If f is a cubic or quadratic or linear we would have.f' quadratic or 6 

which would be too easy. Some possibilities are higher-degree polynomials 
or nonpolynomial functions. Let's try with the sine. 

Take f giveu by f(x) = siux, a = 0, and b = 1[, Then the theorem says 
there is a c in (0, IT) such that 

.f'(c) = f(lT) - f(O) _ 0 - 0 - 0 
IT-O - IT-O - . 

That is, cos c = O. Is there a c in (0, IT) such that this happens? Rats! 
Yes, there is, and we can compute it explicitly since with c = IT /2 we have 

°vVhy am I doing this? You should be doing this. 
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cos e = O. This is a perfectly fair example but not one to show the power 
of the theorem by giving us something we can't get by hand. 

There are two possibilities. We could abandon the sine function and try 
some other, or we could fiddle with a and b. Fiddling is easier and avoids 
starting over (don't discard the work already done without trying to get 
something from it). Further, our ability to solve cos e = 0 was a matter 
of luck; solving 2e = r in our first example is easy for any r, but solving 
cos e = r was possible only because of an exceedingly lucky (or unlucky, 
depending on how you look at it) choice of a and b giving r = O. What a 
and b might we try instead? Apply the theorem to a pair of your choice. 

1.44: 

One of many reasonable pairs is a = 0, b = 7r /2. (This one has the 
advantage of preserving as much of the work from our previous try as 
possible.) For this revised example, we hope that 

f'(e) = f(7r/2) - f(O) = 1- 0 
7r/2-0 7r/2-0 

2 

holds for some e in (0, 7r / 2). Think of a good thing to do next to see if this 
looks plausible. 

1.45: 

Among the various good things to do7 is to draw a picture. 

The conclusion of the theorem requires that 

2 
cose = -

7r 

7The only bad thing is to do nothing and keep reading. 
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for some c in (0,71/2). It certainly does look as if such a c exists, and it is 
hard to see how to find it by hand. We've got the sort of example we've 
been seeking. 

\Ve might consider ourselves satisfied by intuition that a c exists, or 
we might try to see how to justify things further (without, of course, the 
use of the theorem, whose conchmions we are trying to test, not use: one 
justification is from the Intermediate Value Theorem, a version of which is 
in Exercise l.42). But surely in this case the theorem give8 U8 a "novel" 
conclu8ion. 

\Vhat's the point of this kind of example? If the ::\Iean Value Theorem is 
a good theorem (and it'8 in every calculus text) it must give you something 
you can't get easily otherwise. If not, why bother stating or proving it? 
Trivial theorems don't get a lot of press. Simple examples are the place 
to start understanding but don't usually show the full power of the result. 
Example8 as above take you farther. It goes without saying that this sort 
of example is just as useful for definitions. 

Aside: Natural History and Propaganda 

For the definition of mammal the duck-billed platypus is an extended ex
ample. The platypus i8 native to AU8tralia: has webbed feet, a furry body, 
and a bill resembling that of a duck: and the females nurse the young. So 
far so good (except, perhaps, for the bill). They also lay eggs. This came as 
a surprise to the naturalists who first discovered the animal; indeed, when 
the first specimen was sent to England, it was immediately pronounced 
a fraud, composed of pieces of various animals sewn together (and that 
doesn't even deal with the egg business). It may be surprising that they 
arc included in the mammals, but given that they are (and they do nurse), 
\vhy should one know this sort of example? At the very least, it shows that 
things we associate intuitively with mammals are not part of the techni
cal definition. 8 The boundaries of \vhat is allowed are farther out than we 
thought. 

This sort of unconscious association of what is common with what is 
required happens in mathematics too, and some of the important examples 
in the history of mathematics served to address this very sort of intuitive 
expectation. Think, for example, of the relationship between continuity of 
a function at a point and differentiability of a function at a point. We know 
that "differentiable implies continuou8" and we know that things don't go 
the other way. For example, the absolute value function is continuous at. 0 
but is not differentiable there. But, after all. the absolute value function is 
continuous everywhere else. If a function is continuous everywhere, doesn't 
it have to be differentiable "most of the time?" The construction by \Veier
strass in 1874 of a function continuous at every point yet differentiable at 

80ne often sees an informal definition including "bears the young alive." Oh 
well. 
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no point showed that the condition "continuous" does not rule things out 
in the way we expect (an earlier example by Bolzano in 1834 didn't become 
known at the time). This shattering of the unexamined belief that "con
tinuous functions are differentiable most places" was enlightening, signaled 
to the mathematicians of the time the success of some new methods, and 
launched some research into the better understanding of what continuity 
really does give you. A good deal of rich mathematics followed. 

A similar example had to do with the notion of "curve." Memories of 
third-semester calculus might remind you that a continuous curve is the 
image in the x-y plane of a continuous function from some subset of the real 
numbers (say, an interval) into the set R2 of ordered pairs of real numbers. 
But anyway, you know one when you see one, right? The construction by 
Peano (among others) of a "space-filling curve" that, while the continuous 
image of the unit interval [0,1]' nonetheless filled the whole unit square 
[0,1] x [0,1] in the plane was an indication to the mathematicians of the 
time that they didn't know one when they saw one either. Again, this 
extreme example of a continuous curve sparked a lot of good mathematics. 
End of Aside 

At this point we have two kinds of examples, the first being the simplest 
possible "getting started" sort. Let's agree to call these basic examples, 
and realize we have them for both theorems and definitions. They are what 
makes a theorem or definition readable. The second sort tries to push the 
theorem a bit to see whether the conclusion has some power, or to test 
the outer limits of the definition. Let's call these extended examples. The 
exercises below let you practice the construction of both kinds. 

1.4.1 Exercises 

1.46: Give some examples to test the outer limits of the definition of mam
mal. Some of them might show why things you might expect as part of the 
definition don't appear. 

1.47: Recall (see Exercise 1.42) that the Intermediate Value Theorem from 
calculus is as follows: 

Theorem 1.4.1 (Intermediate Value Theorem) If f is a real-valued 
function continuous on [a, b] with f(a) > 0 and f(b) < 0 there exists a 
number c in [a, b] such that f(c) = o. 
Explore this theorem again including some extended and non-examples. 

1.48: Recall the definition of relation on a set from Exercise 1.21 and 
following. Using the set S = {I, 2,3,4} of that exercise, can you find some 
extended examples of relations on S? What is the largest? What is the 
smallest? 



16 1. Examples 

1.49: If R is a relation from A to B (see Exercise 1.20), define R- 1 , the 
inverse of the relation, to be the relation from B to A such that (b, a) E R- 1 

if and only if ( a, b) E R. Explore this definition thoroughly. 

1.50: We will shortly become interested in relations R from A to B with the 
property that each element of A appears exactly once (once and only once) 
as the first coordinate of an ordered pair in R. Can you find a relation R 
from A to B with this property? One with it but such that R-1 is without 
it (that is, it isn't true that each element of B occurs exactly once as the 
first coordinate of an ordered pair in R- 1 )? So that R is without it but 
R- 1 has it? Neither? Both? 

1.51: Theorem: If A, B, and C are sets, then 

An (B U C) = (A n B) u (A n C). 

This is a return to Exercise 1.36, but you should be able to produce some 
more examples now. For example, can you produce an example in which 
both sides are the empty set? One in which one term is the empty set? 

1.52: Definition: A real-valued function f is convex on [a, b] if for every 
t, 0 ::; t ::; 1 and every Xl and X2 in [a, b] one has f(tXI + (1 - t)X2) ::; 
tf(Xl) + (1- t)f(X2). Explore this definition with some examples. Warning: 
this one is fairly hard. If you don't use a picture, you are surely doomed. 
Can you explain the choice of the word "convex" for this notion? 

1.53: A sequence (Xn)~=l is said to be increasing if for every n we have 
Xn+l 2: xn. 9 Explore this definition with some examples. One of them ought 
to take full advantage of the "greater than or equal to" in the definition. 

1.54: Suppose E is an equivalence relation on a set S (recall the definition 
from Exercise 1.25). For each X in S, define Ex = {y E S : (x, y) E E}. 
(That is, Ex is the set of all things equivalent under the relation E to x.) 
Proposition: Two sets Ex and Ey are either disjoint or identical. Explore 
with some examples. 

1.5 Notational Interlude 

Since we will be discussing functions a good deal in what follows, let us 
adopt the following notational conventions. When we discuss a function, 
say J, it is to be understood that we have in mind a certain domain 
[denoted domain(f)] and a certain codomain [denoted codomain(f)]. By 

90bserve that this isn't really increasing but something like nondecreasing. 
This abuse of language is confusing unless you are used to it but convenient and 
hence common. Sorry about that. 
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codomain(f) we mean some fixed set such that f(x) E codomain(f) for 
each x in domain(f). This is not what we shall call mnge(f) (the rang§ of 
j), which is the set of all f(x) such that x E domain(f). The codomain is 
therefore some fixed set containing the range. These definitions should be 
consistent with a careful definition of "function," which you will see soon 
if you haven't already. For the moment these definitions may be applied to 
your current understanding of function. 

* * * 
We hope against hope that you constructed various examples for these 

definitions. If not, you fell into the trap of "ordinary reading," which is a 
polite name for passive reading. It is easy to do; unlike most parts of this 
book, which give you a cue as to when to stop reading and start writing, 
this part didn't and most books don't. You have to make a habit of doing 
the needed things. Take some time to do them now. 

1.55: 

1.6 Examples Again: Standard Sources 

Supposing you have been convinced that examples are useful, you may still 
be wondering where they come from: how do you build one when you need 
it? The best place to find examples is in the pool of examples you already 
constructed for something else, or perhaps a variant of one of them. But if 
your pool is small at the moment, and sometimes when you are just starting 
out on something new, you may have to build one from scratch. The goal of 
this section is to teach you where mathematicians look for examples. Good 
news: there are standard starting places. 

Consider the following definition. 

Definition Suppose f is a function and let B be a subset of codomain (f) . 
Define the J2J];:-imagfc of B, denoted f-1(B), by 

(1.2) rl(B) = {x : x E domain(f) and f(x) E B}. 

Before exploring, realize that this definition yields an object. vVe are 
indeed associating a name with a condition, but the name is associated to 
the set containing all those things satisfying the condition. (It is a little 
as if we had defined not "function continuous at a point" but "the set of 
functions continuous at a point" instead.) Now go explore. 

1.56: 
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After success with one B, this is a nice one to try with other sets and/or 
functions. But a good rule of thumb is to vary only one thing at a time. lO 

In the search for extended examples, can you find, keeping your f, a set 
B so that f- 1 (B) is a pair of points? A single point? A closed interva17 A 
pair of closed intervals? Can you give a B so that f- 1 (B) has no elements 
in it (is the emIRY or null set)? Can you describe all such sets B? 

1.57: 

1.6.1 Small Examples 

\Ve next give some standard places to find "good" examples and use the 
above definition as a testing ground. First, especially in dealing with func
tions and sets, what might be called small examples are useful. (For ex
ample, if you did the "relations" problems, we did it for you, and we 
have in fact used it repeatedly in the Hints in the Appendix.) Suppose 
we try to construct a function f with domain domain(f) = {a, b, c} and 
codomain(f) = {1,2,3,4}. How can one specify such a function? If you 
think back to your precalculus graphing, in which you probably plotted 
points, a function can be well specified by a table: 

x f(x) 
a 2 
b ? 

C 
? 

(Here the marks "7" indicate that you need to choose some values.) Make 
and write down some choices for f(b) and f(c), and note that you have 
completely specified the function in so doing. You may now consider, for 
various B. the sets f-l(B). Almost all of the questions we asked above for 
your first examplell may be asked here or have analogs. Ask and answer 
them! 

1.58: 

You can do more by modifying the above example after a bit of thought. 
Your choices for f(b) and f(c) were probably random; can you now make 

lOIf you are playing with a new stereo system without the owner's manual, and 
you begin by pressing as many buttons as you can, all at once, you won't make 
much progress. What would you really do? 

11 Was it the square function? If not, you are either hopelessly confused or 
extremely independent. If you had no function at all, you are stunningly lazy. 
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different choices so as to produce an example with interesting proper
ties (recall that we called this an extended example)? Remember that 
codomain(f) = {I, 2, 3, 4}. You might feel the impulse to take the definition 
of j-l(B) and bump it up against the definitions injective and surjective. 
Give in to that impulse. 

1.59: 

Can you make a conjecture - a guess - about how j-l(B) behaves if j 
is injective? Can you test it on examples of real-valued functions, including 
the one with which you started the process? 

1.60: 

The moral of the story is that a great deal of the behavior of this set j-l (B) 
can be displayed in very small, easily understood, and quite concrete ex
amples. 

Of course you drew pictures when using a real-valued function on this 
problem. 12 There are some good pictures for smaller examples as well: 

Drawing in Band j-l(B) may seem childish, but it really does help one's 
intuition. (In particular, it is impossible not to have to make a choice as 
to where to put B: domain or codomain? Of course only one of these is 
right, but without pictures you can fool around for a long time without 
ever confronting this choice.) Go get comfortable with this. 

1.61: 

12Shame on you if you didn't! Make sure your picture clearly indicates that B 
is a subset of the y axis, since it is a subset of the codomain, and that I-I (B) is 
a subset of the x axis. 
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1.6.2 Exercises 

1.62: Here is a definition. 

Definition Let X be a set and A a subset of X. The function XA with 
domain X and codomain {a, I} is defined by 

(1.3) x Ii A, 
x E A. 

The function XA is called the characteristic function of A. 

Note that this definition really defines a whole family of functions with 
common domain X. one function for each subset of X. You know what to 
do. 

1.63: Here is another definition. 

Definition Let f be a function with domain X and Y some codomain. For 
B a subset of X, define the imag§. of B under f, denoted f(B), by 

f(B) = {y : 3x E B such that f(x) = y}. 

(Recall that "3" means "there exists.") 

1.64: Here is a theorem. 

Theorem Suppose f is a function with domain X and Y a codomain. If f 
is both injective and surjective on Y, then for any element y of Y, f- 1 ({y}) 
contains exactly one element. 

Explore this theorem thoroughly with examples. 

1.65: We finally give a formal definition of function. 

Definition A function f from A to B is a relation from A to B such that 
if (a, b) and (a, c) are in f then b = c. 

Note that in a relation we do not assume that each a in A appears (at 
least once) as a first coordinate of a pair in the relation; with a function 
from A to B, it is customary to assume that A is the domain of the func
tion, which means that indeed each a in A appears (at least once) as a 
first coordinate of a pair in the function. Note that under this definition a 
function is a set of order-ed pair-so Go become extremely comfortable with 
this definition, beginning with small examples and moving to more familiar 
functions. 

1.66: You probably saw many "definitions" of function something like 
"a function from A to B is a rule associating with each element of A a 
unique element of B." Of course this is not a definition, because "rule" 



1.6 Examples Again: Standard Sources 21 

is undefined. 13 The usual notation for functions (f (a) = b) is now simply 
defined to mean (a, b) E f. With this notation in hand, can you see in the 
proper definition where the "unique element of B" idea is captured? 

1.67: Since a function 1 is a (special kind of) relation, we can talk about 
1-1 for any function (see a definition in Exercise 1.49). This gives us a 
relation 1-1; there is no guarantee that it is, itself, a function. Find some 
examples where it is, and where it isn't. Find a relation R which is not a 
function but such that R-1 is a function. 

1.68: For a graph G define the distance between vertices VI and V2, denoted 
d(vI, V2), to be the length (that is, number of edges) in the shortest Vl

V2 path (if there are no VI-V2 paths, define the distance to be "infinity"). 
Define the eccentricity of a vertex v to be the maximum maxuEG d( u, v). 
Explore. Can you find a graph in which every vertex has eccentricity one? 

1.69: After you have finished the exercises above, go back and critique what 
you did. Did you construct basic and extended examples? Did you use both 
small examples and examples of real-valued functions? Do you have a full 
set of examples for the theorems? Did you make any conjectures? 

1.6.3 Extreme Examples 

A sort of generalization of the search for small examples is the search for 
extreme examples. Let us return to our testing ground, the definition of 
1-1(B). Among the B you should learn to choose are B as "large" as 
possible (for example, the whole codomain) and as "small" as possible 
(the empty set, or a set containing only one point). Or how about, for this 
example, B the set of all the points in the range, or all the points not in 
the range. In this class of extreme examples are, as well, very large or small 
sets for the domain or codomain [some 1 with domain(f) a set with only 
one element, for example]. Also, there are extreme choices of functions. 
One function that frequently shows unexpected behavior is the constant 
function. 14 This function is extreme in two senses: its range is as small as 
possible (just one point) and it is very far from being injective. The sine 
function is a real-valued function not constant but still very far from being 
injective and is also a nice one to try things on. The exercises below ask 
you to include this sort of examples in your packages for the set of exercises 
you just completed, as well as some others. 

13But the teacher smiled, gave a lot of examples, and everybody sort of knew 
what was meant, right? And of course teachers never lie .... 

14This is a good one for shooting down overly simplistic conjectures, too. 
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1.6.4 Exercises: Take Two 

1.70: Fill out the package for Exercise 1.62 of the last section. 

1. 71: Fill out the package for Exercise 1.63 of the last section. 

1. 72: Fill out the package for Exercise 1.64 of the last section. 

1.73: Fill out the package for Exercises 1.65, 1.66, and 1.67 of the last 
section. 

1. 74: A group is a set with a "binary operation" [that is, a function taking 
two (hence, "binary") elements of the set and returning an element of the 
set; both "addition" and "multiplication" on the real numbers are exam
ples] that satisfies certain algebraic properties (for example, associativity). 
\Ve will call the binary operation *, so we write things like a * b = c. You 
may take on faith for this exercise that in any group there is a unique 
identity element (which we call e), so that for the binary operation we have 
e * a = a * e = a for all a in the set. It is also true that in a group one 
has "left cancellation," so if a * b = a * c one may deduce b = c, and also 
"right cancellation." Armed with these facts (which are by no means a full 
definition of group, but are enough to get by with here), determine the 
structure of the group with two elements. You may act on the (true) belief 
that it is enough to determine the operation table, 

* e a 
e ? ? 

(L ? ? 

where the "one-two" position is e * a, for example. 

Remark: this problem involves the construction of a different sort of "con
crete example." If you try to find some familiar operation and some familiar 
things for e and a, you will almost certainly go wrong if you haven't had a 
group theory course. This is a sort of "concrete" abstract example, in that 
while e and a are abstract, we are at least trying to have the operation 
table completed in terms of them. 

1. 75: Determine, as in the previous example, the structure of the group(?s) 
with three elements. 

1. 76: We develop in this exercise another example which you will learn 
some day is an example of a group. The point is not to have you come 
up with an example completely independently, but, as in Exercise 1.74, to 
complete the details of one with a little help. 
a) First we define some sets. Given some positive integer p greater than 1, 
define the set OA: for each k, 0 ::; k ::; p - I, to be the set of all non-negative 
integers n such that n divided by p leaves remainder k. (Of course, we are 
talking about division among the integers, so there really are remainders.) 
Explore a little. 
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b) Next, we are going to define an "addition" operation "EB" on the sets 
Ok by defining Oi EB OJ as follows. Pick ni in Oi and nj in OJ, and define 
Oi EI:l OJ to be the set Ok containing ni + nj. Explore; check that, although it 
looks as if you might get different answers for a certain 0; EB OJ depending 
on which elements in them you picked to add, in fact you always get the 
same Ok. 

c) Define a "multiplication" called "(9" on these sets similarly. Can you 
find some p so that there are Oi and OJ so that Oi (9 OJ = 0 0 with neither 
i nor j zero? 

1.77: Produce a one-to-one correspondence between the sets {I, 2, 3, 4, ... } 
and {2,4,6,8, ... }. See Exercise 1.16 for the definition. 

1. 78: Recall the definition of relation on a set S from Exercise 1.21. Us
ing again the set S = {I, 2, 3, 4}, can you find a "big" relation? A small 
relation? A small reflexive relation? A big and small equivalence relation? 

1. 79: Continuing the above exercise, can you find a big relation from A to 
B? A big function from A to B? Small ones of each? 

1.80: What is the graph on n vertices with the largest number of edges? 
Smallest? Also, recall from Exercise 1.68 the definitions of distance and 
eccentricity for a graph. Can you find a graph on 4 vertices with a pair of 
vertices so that the distance between them is not infinity but is still as big 
as possible? What about eccentricity for a graph on 5 vertices; how large 
can that be? How small? 

1. 7 Non-examples for Definitions 

There's another good class of examples (which we have run into a little 
before). As part of a theorem or definition package one needs some "non
examples" (for lack of a better name). These are easiest to understand 
for definitions: a lizard is a non-example for the definition of mammal. 
That seems simple enough, but the shark15 is also a non-example, and it 
is worth seeing why either alone is less useful than the pair. The definition 
of mammal has a number of conditions to be met, and a lizard is a simple 
non-example because it fails just about everyone of them. The shark is an 
extreme non-example because it fulfills many of the conditions (but not all 
of them). It shows why the definition has to include so many conditions: 
if the definition were to include only some conditions, the shark would not 
be excluded. 

15Sharks are warm blooded, but they do not nurse their young. Also, they don't 
have vertebrae, but simply a spinal chord. The difference between a shark and a 
dolphin (which is a mammal) is nonetheless not immediately apparent. 
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Faced with a mathematical definition one may play the same game. It is 
certainly worthwhile to have something not satisfying the definition. But 
further, if the definition has several conditions, drop one of them while 
keeping the others and try to cook up an object to fit. If it is impossible to 
corne up with such an object the condition in question is redundant (taken 
with the others) and may be omitted from the checklist without changing 
things. If not, you have found a non-example whose bizarre behavior the 
definition desires to exclude, and you may see why it is nicer not to allow 
such monsters. You may then repeat the game with a different condition 
dropped to find a new unusual animal. 

You may object to the description of the above as a "game," since games 
are supposed to be fun. Leaving out the fact that for many mathematicians 
this is fun, what is the point if we have to be serious? The various conditions 
of a definition need to be understood separately and together, and the effort 
to construct examples forces you to do that. 

Let's (meaning let us, meaning let you) work through an example with 
one of the standard calculus definitions. 

Definition A real-valued function f is said to be continuous at the point 
a if 

1. f is defined at a, 

2. limx--->a f(x) exists, and 

3. limx--->a f(x) = f(a). 

Well, begin to construct some non-examples for this definition. This is a 
good problem to attack with pictures first. Start by dropping condition (1). 

1.81: 

Welcome back. Now you may start on what happens when condition (1) is 
retained but condition (2) is dropped [again we lose (3) as well]. 

1.82: 

If you are distressed that we are merely drawing pictures, a useful device 
for constructing functions avoiding condition (2) at some point is the sort 
of function defined piecewise as in the example below: 

x 2: 0, 
x < O. 
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If you have to write down a single formula, try playing with the function 
whose formula is x/lxl. 16 

1.83: 

Finally, what happens if condition (3) alone is deleted? 

1.84: 

Your collection of examples should have shown you that the functions al
lowed by definitions with parts missing are substantially worse than those 
allowed by the full definition. Further, and very useful for things to come, 
you have the full package for the definition "continuous at a point." The 
collection of examples you've found will be reused. Trust me. 

The exercises that follow give you a chance to practice this sort of non
example for definitions. 

1. 7.1 Exercises 

1.85: Here is a definition. 

Definition A sequence (Xn)~=l is bounded above if there exists some num
ber M such that M ~ Xn for all n. 

Explore this definition. Of particular interest are sequences both increas
ing and bounded above. (Recall that increasing was defined in Exercise 
1.53 of Section 1.4.1.) Explore this pair of definitions with basic and non
examples. 

1.86: Here is a definition basic to much of abstract algebra. 

Definition A binary operation on a set S is a function from S x S to S. 

While this definition is precise, it is not what we usually think of as an 
operation. Begin by seeing how the "operation" of adding two numbers can 
be thought of this way. Produce some other examples from your previous 
mathematical history. Can you produce some non-examples? Finally, if the 
set of objects is the collection of real-valued functions, can you produce 
some binary operations on the functions? 

16But the insistence upon viewing a function as something coming from a 
formula is limiting in ways that may not have been apparent yet. Just as all 
relations are not as easily describable as "<" is, not all functions come with a 
neat formula. This is especially true when you want to construct "bad" functions 
to use as non-examples. 
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1.87: Since many binary operations are like the standard example of addi
tion, we tend to write a binary operation in that sort of notation: instead 
of calling the binary operation B and saying B (x, y) = Z, we tend to call it 
something like * and write x * y = z. \,yith this convention, we may make 
some definitions. 

Definition 1. 7.1 A binary operation * on a set S is associative if. foT' 
eveT'Y x, y. and z in S. (x * y) * z = x * (y * z). 

Definition 1.7.2 A b'inar'y operation * on a set S is commutative if, foT' 
eveT'Yx andy inS, x*y=y*x. 

Definition 1.7.3 S1Lppose */09 a binaT'Y operation on a set S. We say e is 
an identity element foT' * if, foT' every x in S. x * e = e * x = x. 

Definition 1. 7.4 Suppose * is a binaT'Y operation on a set S with an iden
tity element e. We sayan element :1' has an inveT'se with respect to * and 
e if there exists an element y of S such that x * y = y * x = e. 

Remark that under the sorts of binary operations ordinarily studied, if 
there is an identity element for * there is only one, and so in the definition 
of inverse element one can delete the reference to "inverse with respect 
to e," since there is only one identity element you could possibly have an 
inverse with respect to. 

Explore these definitions fully, using every binary operation you can think 
of. It is also worth pausing a moment to see why these names are reasonable 
for the named concepts. 

1.88: Recall the definition of relation on a set S, and of reflexive, symmet
ric, and transitive relations from Exercises l.21 and following. Fill out your 
packages for these definitions with some non-examples. There are also more 
definitions associated with relations: a relation R on a set S is irreflexive 
if for each a E S, (a, a) rt. R. A relation is antisymmetric if, for each a and 
bin S, (a, b) E R implies (b, a) rt. R. Produce complete packages of exam
ples and non-examples for these new definitions. A test of how full your 
packages are is to see whether you can produce a relation that is neither 
reflexive nor irreflexive, and one that is neither symmetric nor antisymmet
ric. Again, convince yourself as well that the mathematicians who named 
these concepts used helpful names. 

1.89: Here's another definition. 

Definition Assume that (an)~=l is a sequence of positive numbers. Then 
the series L~=l(~l)nan is alternating. 

By the way, why is it called "alternating"? 

1.90: A graph is said to be connected if every pair of vertices has a path 
between them. 
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1.91: A perfect pairing of a graph G is a collection P of ordered pairs of 
vertices such that each vertex occurs in exactly one of the pairs and such 
that for any pair (Vl' V2) in P the edge Vl -V2 is actually in the graph G. 

1.92: The ~ of a vertex of a graph is the number of edges of which 
it is an end point. Explore. A (finite) sequence of integers is called graphic 
if it is a list of the degrees of all the vertices of some graph. Explore. In 
particular, can you find a sequence which is not graphic? 

1.8 Non-examples for Theorems 

There is another useful class of non-examples, this time for theorems. Well, 
the goal would appear to be to find something not fitting the theorem in 
question. For example, a cow doesn't fit the Mean Value Theorem (as a 
former student, asked for a non-example, pointed out to me). This true 
but not useful remark should make it clear that we need to specify a little 
better what we want. 

Recall that a theorem has two main sections (well, all right, most theo
rems). One consists of the condition of the hypotheses (assumptions), both 
explicit and implicit. 17 The other piece is the (condition which is the) con
clusion: the thing that an object satisfying (all of) the hypothesis is guar
anteed to do in addition. It would seem that the following combinations of 
success and failure on the two pieces might be interesting: 

Hypothesis Conclusion 
YES YES 
YES NO 
NO YES 
NO NO 

Any sort of active reading will convince you one of these is a dummy and 
can't occur. Which one? 

1.93: 

The others are at least logically possible, and the basic and extended ex
amples discussed earlier address the case in which both hypothesis and 
conclusion are satisfied. 

Think back to the Mean Value Theorem to see why examples for the 
other possible cases (which are therefore non-examples) might be useful. 

17For example, one might state the MVT without clearly noting that some 
object f is a function, but the assumption is still there. 
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The basic and extended examples for the l\IVT we found in the last section 
indicate something about what the theorem says and why it might be worth 
saying. But why the theorem is true (that is, are the hypotheses necessary, 
and how do they work to produce the conclusion'?) is not so clear. One 
ans\ver to these questions is, of course, the proof, but some well··chosen 
examples and pictures can help too. (Also, sometimes the proof isn't very 
helpful. Proofs by contradiction, for example, tend to show \vhy something 
isn't false rather than why it is 

Suppose we can find a non··example in vvhich the hypothesis is not sat
isfied and the conclusion isn't satisfied either (the NO~NO case above). 
The example will probably show us something about how the hypothesis is 
related to the conclusion. Indeed, if the hypothesis has several conditions 
we can do what Wf~ did with definitions (violate them one at a time) and 
see if we may still evade the conclusion. Such an example might fall into 
some class of "non-examples for weakenings." 18 It would be a counterex
ample for a proposed theorem with weaker hypotheses. The collection of 
the basic, extended, and non-examples we get out of this is the package for 
the theorem. 

Let's use the l\Iean Value Theorem as the practice field. The dissection 
of the formal language of the MVT into a useful form will be discussed 
thoroughly in a chapter to come. Suppose for the moment this has been 
done to yield the following (nonstandard but useful) version: 

Theorem 1.8.1 (IVlean Value Theorem II) Suppose f is afunciion on 
[a, b] satisfying 

1. f is di[fer-entiable on (a, b) and 

2 fis continuous at a and at b. 

Then ther-e exists a point c in ((1, b) such that 

f'(c) = f(b) - 1(a). 
b····· a 

We may start by seeing whether, for example, if we keep assumption (2) 
but dispense with (1) the theorem still holds [that is, assumption (2) alone 
forces the conclusion]. You might guess that it need not (unless you think 
millions of calculus books are peddling inferior theorems). If this guess is 
correct, somewhere out there should be a function f and an a and b such 
that f is continuous at a and at b yet there is no c in (a, b) such that 

f'(c) = L(~t=.f(a). 
b····· a 

To find such an f we had better confine our attention to those f not 
differentiable on (a, b). Why? 

18Suggestions for better names eagerly accepted. Modest reward offered. 
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1.94: 

This observation and the fact that "I not differentiable on (a, b)" means 
"there is at least one point of (a, b) at which 1 fails to be differentiable" 
tell us to look for an 1 such that 

1. 1 is not differentiable at (at least) one point of (a, b), and 

2. 1 is continuous at a and at b, and 

3. there is no point c in (a, b) such that 

f'(c) = I(b~ = ~(a). 
(The above analysis strays again into the upcoming chapter on formal lan
guage. Accept the above as the goal, but do try to see why it would show 
that hypothesis (2) of the theorem is not enough alone to guarantee the 
conclusion. Even the lack of one part of the hypothesis would make the 
conclusion not guaranteed by what was left.) 

Where is such an 1 to come from? It must come from your package for 
the definition differentiable, in particular the non-examples section. Here 
is a fine opportunity to practice that sort of construction. 

Miniexercise 

Produce a variety of functions on various intervals that fail to be differen
tiable at one or more points. Pictures are quite acceptable, but do include at 
least one explicit function, and remember that the broader your collection 
of examples, the better. Go to it. 19 

1.95: 

Welcome back. Recall that what you found are, for our purposes, functions 
that might satisfy (1) in the list above of three things our non-example 
function should do. Your diligence is very likely to be rewarded. LOOK at 
your pictures; does anyone of them appear to satisfy (2) and (3) of that 
list? 

19There are two observations here. First, we have broken away from our con
sideration of the MVT to do a subtask. Real mathematics, except for those very 
few mathematicians with total recall, is like this. Second, you really have to do 
this. This book, and the method it tries to present, is not for those who want to 
read without stopping. 
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1.96: 

Probably, you will be convinced on intuitive grounds that no such c exists. 
Good; you have just constructed a non-example to show that hypothesis 
(1) may not be done away with if the conclusion of the MVT is to be 
guaranteed. 

[If none of your examples satisfies (3), in the sense that there is (annoy
ingly) a point c satisfying 

f'(c) = f(b~ = :(a), 

try moving a or b so that the c for your example is excluded.2o Now is 
there a c for the new pair a and b? If there still is, try choosing an a and 
b very close to the point at which the function fails to be differentiable; 
there ought not to be a c in this case. If all else fails, try the absolute value 
function with a = -1 and a b of your choice.] 

Don't stop; there's more to get from what you have done. First, you 
should have several examples of nondifferentiable functions. Does each of 
them serve as an example of a function satisfying (3) (and thus evading the 
conclusion of the MVT)? If not, can you modify an example somewhat so 
that it does? If you have an example that does not satisfy the hypothesis 
of the MVT but for which a point c does exist, hold on to it and we'll use 
it later. 

Second, observe that you can construct an example of an f, a, and b 
satisfying (1) with f failing to be differentiable at only one point of (a, b). 
Indeed, one of your examples probably does this already, since it is hard to 
draw functions that are nondifferentiable at lots of points, and one tends 
to draw functions with a single "bad" point. Your example shows that the 
following non-theorem isn't true: 

Non-theorem 1.8.2 (Almost MVT flop) Suppose f is a function de
fined on [a, b]. If 

1. f is differentiable at all but one point of ( a, b), and 

2. f is continuous at a and b, 

20We have used this device before. P6lya, in How to Solve It [5, page 208], has 
a "traditional mathematics professor" say "A method is a device which you use 
twice." 



1.8 Non-examples for Theorems 31 

then there exists a point c in (a, b) such that 

f'(c) = f(b) - f(a). 
b-a 

This is very close to the Mean Value Theorem, yet not true. Your non
example shows that the full strength of hypothesis (1) seems to be vital for 
the success of the theorem. 

Exercise 

1.97: Find a function f defined on [a, b] that is differentiable at all but one 
point of (a, b), and that is continuous at all points of [a, b], but for which 
the conclusion of the MVT fails. (The force of this example is that while 
it is true that one could fail to be differentiable at a point by failing to be 
continuous at that point, such a "dramatic" failure of differentiability is 
not needed to shoot down the theorem.) 

Where are we? For the Mean Value Theorem, hypothesis (1) seems really 
to be needed. What about hypothesis (2)? Go to it. 

1.98: 

Try to construct a non-example for which f is at least defined at the points 
a and b, and perhaps even continuous at one of them. (Quick question: 
could it be continuous at both?) Again, we seek to show that any failure 
of the continuity condition, not just a violent one, is enough to destroy the 
theorem. 

Here are some exercises with which to practice the various kinds of ex
amples. 

1.8.1 Exercises 

1.99: Try the fuller arsenal of things to do on the Intermediate Value 
Theorem (1.4.1). 

1.100: Theorem: If A and B are sets with A <;;; Band B <;;; A then A = B. 
Explore fully, please, not just with non-examples. 

1.101: The following is a standard theorem in first-term calculus. 

Theorem 1.8.3 (Maximum Theorem) Let f be a function continuous 
on a closed 'interval [a, b]. Then f attains a maximum value; that is, there 
is an Xo in [a, b] such that f(xo) :;:, f(x) for all x in [a, b]. 
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Explore this theorem. Note that the condition in the hypothesis is really 
a bundle of two conditions, one on the function and one on the set (this 
latter is easy to miss). 

1.102: Here's a theorem from second-term calculus. 

Theorem Assume (xn)~~l is an increasing sequence bounded above. Then 
(xn)~=l has a limit. 

Explore this theorem. A definition you need is in Exercise 1.85. 

1.103: Suppose f and g are functions for which the composition go f makes 
sense. Theorem: If g 0 f is injective, then f is injective. 

1.104: Theorem: Suppose R is a relation between A and B such that 

1. R is a function, 

2. R is injective, and 

3. R is surjective on B. 

Then R~l is a function, injective, and surjective on A. Here's a hint: It will 
help a lot to think of things in terms of the definition involving ordered 
pairs. Also, it is probably unwise to tackle this one at all unless you have 
done previous exercises on relation, injective, and surjective. 

1.105: Proposition: A walk with no repeated vertex (on a graph) contains 
no repeated edge. 

1.8.2 More to Do 

There is more to be done with non-examples for theorems. Recall that 
there is still the "NO~ YES" part of the table to consider, in which we seek 
an object failing to satisfy the hypothesis of the theorem but satisfying 
the conclusion anyway. Recall also that during our discussion of the Mean 
Value Theorem you may have found a function f failing to be differentiable 
on (a, b), continuous at a and b, for which there did exist a point c satisfying 
the conclusion of the theorem. (This wasn't what we were looking for at 
the time, but we asked you to hold onto it.) If you didn't find one then, 
find one now. 

1.106: 

\Vhat is the point of these non-examples? Remember that a theorem is a 
guarantee that anything satisfying the (condition of the) hypothesis must 
also satisfy the (condition of the) conclusion. The theorem makes no state
ment whatsoever about objects not satisfying the hypothesis; in particular, 



1.9 Summary and More Propaganda 33 

it does not prohibit them from satisfying the conclusion. But it is interesting 
to see if in fact the conclusion may be obtained without satisfying the hy
pothesis. If that is not possible, there really is a companion theorem whose 
form is "conclusion of old theorem guarantees hypothesis of old theorem." 
That's worth knowing. 21 If it is possible to achieve the conclusion without 
satisfying the hypothesis, that's worth knowing too. 

Try this on the following. 

1.8.3 Exercises 

1.107: Consider the Intermediate Value Theorem (Theorem 1.4.1). 

1.108: Consider the Maximum Theorem (Theorem 1.8.3). 

1.109: Consider the following theorem on alternating series (which uses a 
definition from Exercise 1.89): 

Theorem Suppose an > 0 for each n, so E~=l (-l)nan is an alternating 
series. If also an > an+l for all n and lim an = 0, then the series converges. 

1.110: Theorem: If A and B are sets with A ~ Band B ~ A then A = B. 
Finish the exploration started in Exercise 1.100. 

1.111: Continue the exploration begun in Exercise 1.102. 

1.112: Continue the exploration begun in Exercise 1.103. 

1.113: Continue the exploration begun in Exercise 1.105. 

1.9 Summary and More Propaganda 

The message of this chapter is that there is a way to help you learn math
ematics independently and actively, namely to search for and construct 
examples. There are several classes of examples: basic examples, to get you 
started; extended examples, to help find the boundaries of the theorem or 
definition; non-examples, to help separate conditions and find relationships 
among them. There are standard places to look for examples, among them 
small and extreme ones. Examples, once found, have a way of turning up 
again in new circumstances, as do the techniques by which you construct 
and modify examples. 

21 Mathematics has been done too long for someone not to notice this little 
game. So there are theorems, using language like "if and only if" or "the following 
are equivalent," that capture this fact. In this case, hypothesis and conclusion 
are essentially bound together, in that where you find one, you also always find 
the other. 



34 1. Examples 

You might hope, but not really believe, this makes everything easy. But it 
is possible (if uncommon) to be so lost that you can't even start . .More often, 
you may owe a debt to the past in that your past mathematics, learned 
less actively, is not well understood or accessible. (One of the reasons the 
approach of this text. or any active approach, is hard to start is that it tends 
to shine a merciless spotlight on your habits of the past and their results for 
your comprehenHioll.) But the alternatives to this method work even less 
\vell. The "technique of staring" is a favorite unproductive method and so 
is the "hundreds of rereadings plus osmosis" approach, both of which give 
a surface ullderstanding at best. Professional mathematicians talk about 
"getting your hands dirty," and it is true if uncomfortable that you have 
to. 

Let us try to counter an objection. If you have been diligent in doing 
the tasks indicated in the text. a little voice is probably already saying, 
"Holy cats (or something worse)! If I have to do this for every definition or 
theorem, each page of mathematics with three definitions and a theorem is 
a six-hour assignment IlO way!" There are two answers: first. the under
standing you get this way is necessary. Think back to your calculus text, 
which was so long precisely because it tried to do all of this for you, and on 
paper at that. 22 How can you do new, as opposed to routine drill. problems 
if your understanding isn't this good? If you build examples regularly. you 
will filld that you get good at it and it isn't too much more time consuming 
than what you used to do. 23 It may be hard right now to see this as enough 
compcllsation. 

The second answer to the student complaint is that you don't have to do 
this \vhole process every time. \-Ve've been behaving as if your job were to 
re-invent all of mathematics from the ground up, righteously ignoring even 
the most nifty examples constructed by others. You don't. You need to use 
the technique whenever you are confused. You need to use the technique 
when ;,!OU think a theorem is "obvious" or don't see how a definition could 
be any other way. It should be used sufficiently often so you are not in a 
fog six weeks from now (fOf example. if you are six weeks into real analysis 
and you think "all functions are continuous, so what's all the fuss?" you 
are completely lost). It should also be used enough so that there is some 
invention of mathematics in what you do, as opposed to merely receiving 
the word from the stone tablets owned by the professor. Invention and 

22It is not uncommon to have seven or eight or more examples presented in a 
single section of one of the standard calculus texts. This is a feeble, and usually 
unsuccessful, attempt to get the effect of your' construction of one or two good 
examples. 

23The time is, however, spent differently. Instead of racing through the section, 
glancing at the book's examples, and learning all the material as you struggle to 
imitate the examples well enough to do the problems, you now learn the material 
as you go and prepare yourself for the problems before you get there. If teachers 
were given a guarantee that you did this. they could assign far fewer problems. 
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newness are fun and productive, and you now have the beginnings of a way 
to inject them into the mathematics you do. 

1.9.1 Exercises 

1.114: Recall the following theorem from first-term calculus. 

Theorem (Squeeze or Sandwich Theorem) Suppose f, g, and hare 
functions defined in some open interval I containing the point a. Suppose 
also that 

1. limx~a f(x) = limx~a h(x), and 

2. f(x) :::; g(x) :::; h(x) for all x in I. 

Then limx~a g(x) = limx~a f(x). 

This is not an easy one, but it is one for which the technique can yield a 
rich crop of examples. One thing to think about near the end is, need the 
functions actually be defined at the point a? 

1.115: Here is a fairly straightforward definition: 

Definition A partition of a set S is a collection of pairwise disjoint subsets 
A, of S such that S is the union of the A,. 

Explore. Now here is an important theorem. 

Theorem Suppose E is an equivalence relation on a set S. For any x in 
S, denote by Ex the set of all y in S equivalent under E to x. Then the 
collection of all Ex is a partition of S. 

Explore. This second half rests on Exercises 1.21 and following, 1.24, 
1.25, 1.48, 1.54, and 1.88. 

1.10 What Next? 

In the next chapters we will turn to something to accompany the use of 
examples to help you with your mathematics (namely, informal and formal 
language). This is but one choice of many, though; there are further things 
to round out your understanding of definitions and theorems we could 
discuss instead. 24 Return to the definition of mammal to see what some 
of these might be. Surrounding the concept of mammal we identified a 
cloud of examples (of various kinds) and non-examples. But along with 
these you have the concept of "reptile". This is another definition at about 

24See the Theoretical Apologia appendix for some language useful in talking 
about this process of rounding out a concept. 
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the same level as "mammal"; it isn't just a non-example like a lizard that 
happens to be a reptile, it is a parallel concept. It has its own cloud of 
examples, of course, but you also have the relationship between the class 
"mammal" and the class "reptile" (namely, that they are disjoint, since 
there is nothing that is both a mammal and a reptile). For a mathematical 
example, along with the definition of function continuous at a point (and 
its cloud of examples), is a parallel definition of function having a derivative 
at a point. One could write a whole chapter on the importance of making 
these connections along with fleshing out a concept with examples. 

Or, we could note that along with your definition of mammal you have 
the idea that thiD concept fits into a larger picture (say, the division of 
living things into plants and animals). "IVlammal" is one of a number of 
subdivisions of a larger scheme (and now, of course, it is clear where "rep
tile" goeD). You know that along with this upward inclusion in structure 
is a downward branching into various Dubdivisions of mammals (carnivore, 
herbivore, omnivore, for example). We leave you to write the chapters on 
how to look for these connections and how to develop the techniques to do 
so, but realize that your experience in adding examples to the picture is 
good training for those tasks too. Examples are just the beginning .... 



2 
Informal Language and Proof 

The previous chapter was all about active reading; while we used examples 
from mathematics, the techniques in that chapter are applicable almost 
anywhere. But reading mathematics has its own special problem: reading 
proofs. And after a while, you have to write your own. Reading and writing 
proofs rests on language, and that language is supposed to give you clues 
to what is going on both locally and in the proof as a whole. We start with 
ordinary English, which mostly gives local information; we'll later turn to 
proof structure, which is the frame for the big picture. 

2.1 Ordinary Language Clues 

We begin this section nontraditionally, with a set of exercises. Your short
term goal is to reorder the sentences in each of the following to assemble a 
correct proof. In most of the exercises, you may not know anything about 
the particular mathematics involved and so will have to rely on the language 
in which the proofs are written to provide clues to the proper order. The 
long-term goal is to see, along the way, if you can extract some rules about 
how the language can provide clues to what's going on in the proof. 

2.1.1 Exercises 

2.1: Prove that any triangle with two congruent sides has two congruent 
angles. (We use ~ to denote congruent.) 
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l. Construct the segment AD. 

2. Hence using standard facts about congruent triangles, we have angle 
ABC congruent to angle ACB, and we are done. 

3. Let D be the midpoint of side BC. 

4. Let A, B, and C denote the three vertices of the triangle. 

5. Therefore, using Side-Side-Side and AD ~ AD, BD ~ DC, and 
AB ~ AC, we have triangle ABD congruent to triangle ACD. 

6. Observe that BD ~ DC by the definition of midpoint. 

7. Suppose AB and AC are congruent. 

2.2: Prove that the set of polynomials whose value is zero at x = 1 is a 
vector space. 

l. By definition, (Ap)(l) = Ap(l). 

2. Therefore we are done from the theorem. 

3. To check closure under addition, let p and q be two polynomials such 
that p(l) = 0 and q(l) = O. 

4. From the last two steps, and A'O = 0, we have (Ap)(l) = 0 as required 
for closure under scalar multiplication. 

5. For closure under scalar multiplication, let p be a polynomial such 
that p(l) = 0 and let A be any scalar. 

6. We will use the theorem stating that since the collection of all poly
nomials is a vector space, we need only check for this (nonempty) 
sub collection that it is closed under addition and scalar multiplica
tioll. 

7. Hence from the two previous steps, (p + q)(l) = 0 + 0 = 0, and we 
have closure under addition. 

8. Note (p + q)(l) = p(l) + q(l) by definition. 

2.3: Prove that in a group any left inverse and any right inverse of a 
particular element are equal. 

l. By the definitions, we have ba = e and ac = e. 

2. Using substitution with these three equations, and the definition of 
identity, we have b = be = b(ac) = (ba)c = ec = c, as desired. 

3. Let e be the identity of the group, and let a be any element in the 
group. 
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4. Also, using associativity, b(ac) = (ba)c. 

5. Suppose b is a left inverse of a and c is a right inverse of a. 

2.4: Prove that for any n, 

tk2 = n(n+ 1~(2n+ 1). 

k=l 

1. But L:Z~i k 2 = L:Z=l k 2 + (n + 1)2 by definition of sum. 

2. We shall use induction on n. 

3. To prove the "induction step," we assume for some n that 

tk2 = n(n+ 1~(2n+ 1) 

k=l 

and must prove that 

~ k 2 = (n + l)((n + 1) : 1)(2(n + 1) + 1). 

k=l 

4. Therefore, from transitivity of equality and these three equations, we 
have 

~k2= (n+1)((n+1):1)(2(n+1)+1) 

k=l 

as required to complete the induction step. 

5. Using substitution and our assumption, we have 

~k2 n(n+1)(2n+1) ( )2 
~ = 6 + n+ 1 . 
k=l 

6. To prove the case for n = 1, we must simply check that 

~ k 2 = 1(1 + 1)(2·1 + 1) 
~ 6' k=l 

which is a trivial computation. 

7. A computation shows 

n(n + 1)(2n + 1) ( 1)2 _ (n + l)((n + 1) + 1)(2(n + 1) + 1) 
6 + n+ - 6 . 
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2.5: Consider the sequence (Sn)~=o where Sn is defined by 

n = 0, 1, .... 

Prove that this sequence converges. 

1. Note also that, for each n, we have by an easy computation that 
Sn :::; tn· 

to 1, 
n-l 1 

1 + L 2k ' 
k=O 

n = 1,2, .... 

3. To show (Sn)~=o is bounded above, we employ an auxiliary sequence 
(tn)~=o· 

4. Therefore, by the theorem mentioned above, we have (sn)~=o conver
gent. 

5. Observe that (tn)~=o is convergent, since it is simply the sum of the 
constant sequence whose value is one and a familiar sequence that is 
the sequence of partial sums of a geometric series. 

6. To show that (sn)~=o is monotone increasing, observe that for any 
n:2': 0 we have 

1 
Sn+l = Sn + :2': Sn· 

(n + I)! 

7. Since (tn)~=o is convergent, it is bounded above, say by M, so tn :::; M 
for all n. 

8. We shall use the theorem stating that a monotone increasing sequence 
which is bounded above converges. 

9. From the two preceding inequalities, we have Sn :::; M for each n, so 
(sn)~=o is bounded above. 

2.1.2 Rules of Thumb 

Before looking at our rules of thumb for the use of language in proofs, see 
what you can extract from your experience with the above problems. Some 
questions to ask: how are "hence," "therefore," "thus," and "so" used? 
What about "also," "note," and "observe"? What is a "user-friendly" rule 
for the use of variables? How does one signal how the overall course of a 
proof is going to go? 
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2.6: 

Perhaps your efforts produced something like the following: 

Rules of Thumb for Proofs 

1. Tell the reader, right up front, what the general course of the 
proof will be. 1 It is important to mark clearly this large-scale or global 
proof structure. This holds not only for the whole proof, but for subproofs 
in the body of the main proof, if there are any. The goal of this is to give 
the reader a set of (correct!) expectations for what is to follow. 

2. Introduce variables (names for objects) before you use them. 
"Let," "denote," and "set" are some of the words marking this action. 

3. Other "little words" are also signposts to the small-scale or local 
course of the proof. 

a. "Hence," "therefore," "thus," "so," and sometimes "then" have 
three pointers: a forward, explicit one to a statement following; a back
ward, implicit or explicit one to a statement preceding (or statements 
preceding); and an implicit or explicit one to the reason the following 
statement may be deduced from the preceding statement. The most com
plete use of these words makes all three pointers explicit. By convention, 
if no preceding statement(s) are indicated, the reader assumes the imme
diately preceding statement. The explicit mention of the reason for the 
deduction may be left out if it is "obvious" (whatever that means). So a 
pictorial template might be 

(reason) 
~ 

(preceding statement) <--- THUS -----+ following statement 

b. "Note," "observe," and "recall" signal the collection of infor
mation for later use (recall is used for collecting some external fact from 
the general information base relevant to the proof, or for collecting some 
fact from earlier in the proof). They need not point at all, but may point 
backward to the source of the information. 

c. "Also" and "further" signal the collection of (more) information for 
later use and carry the strong implication that several pieces of information 
will be used together soon. 2 ["Further" can also, unfortunately, be used as 
a signal for a follow-up deduction: Hence (something). Further, (something 
else).] They need not point at all, but may point backward, sometimes to 
a common source of several facts needed in what follows. 

1 Indeed, sometimes it's fine to mention it more than once. The "rule of three" 
- tell them what you're going to do, do it, and tell them what you did - is not 
a bad one. 

2It's actually almost dramatic. If you read "Note blah. Also, blip. Further, 
blap" don't you expect a resounding "Hence Dah-dah-dah"? 
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4. A proof, even well marked along the way, is much easier to read if 
its global or large-scale structure is one of a few standard forms (one 
example is "proof by induction"). From the statement of how the general 
course of the proof will go (see 1), the reader gets a helpful double set 
of expectations as to what is coming, some from what you say about this 
proof in specific, and some from past proofs of this kind. 

Before we talk about these rules, some exercises are appropriate. 

2.1.3 ExeTcises 

2.7: Go back to the previous set of exercises (2.1.1) and try again on those 
you weren't able to finish before. 

2.8: From that same set of exercises. find several examples of the use of 
each of t.he rules mentioned above. 

2.9: In Exercise 2.1 and Exercise 2.3 of that collection, one of the rules was 
violated. ~Which one'? Could you untangle the proofs anyway? vVhy, or why 
one and not the other'! 

2.1.4 Comments on the Rules 

Perhaps the best way to start the comments is with a question. vVhat IS 

the point of these rules'? 

2.10: 

vVe hope you said something like this: the goal of these rules is to make the 
reading of the proof as easy as possible. You can't make the mathematics 
easier by good writing, but you can keep the presentation from getting in 
the way.3 That goal sounds so obvious as to seem trivial, but it is important. 
The reader should be given correct expectations about what is to corne, 
clear pointers to where we are corning from and where we are going, clear 
markers as to the task at hand and how it fits into the whole, and so on. 
The hope is to make the proof's presentation as simple as possible so that 
the reader's attention may be reserved for following the argument. A well 
written proof may still evoke a response like "I don't see how this step 
follows from this one." It should not evoke a response like "I don't see 
where this step comes from." 

One other thing these rules do, which is important psychologically if not 
mathematically, is reassure the reader that all is going well. Half of reading 

:l As easy as possible may still not be easy, but a badly written proof creates 
unnecessary obstacles. 
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any argument is the belief that you can, and the reader of an induction 
proof who spots a friendly "For the induction step ... " or another reader 
who sees "n" behaving as an integer is comforted that things are going well 
and encouraged to keep going. A reader who doesn't know where a step 
comes from (let alone whether it is right or not) or sees "n" behaving like 
a polynomial is in a strange, distressing, cruel, and arbitrary world where 
even seemingly familiar things don't make sense, and has every inclination 
to give up. The presentation of the argument should both make the reading 
of that argument easy and provide reassurance that all is on course. 

Here's a possible analogy to emphasize the difference between argument 
and presentation. Suppose you were reading a book in which every fourth 
or fifth word was printed mirror image (so, for example, the first part of 
this sentence might read "Suppose you erew reading a book ni which every 
fourth or htfif word was printed mirror egami"). You could surely, yb the 
dint of noitartnecnoc, decipher each part of eht text. Equally as surely, uoy 
would read more ylwols, and have much erom difficulty following the actual 
story enil. Also, you would be annoyed and frustrated at the needless extra 
work involved in digging out what the person was trying to say.4 Each of 
those glitches is a distraction from what ought to be the real task; if you 
notice the glitch, it is as annoying as somebody kicking the back of your 
chair while you are taking a test. If you don't notice the glitch, as may 
happen more plausibly while reading mathematics, you merely struggle 
on feeling increasingly frustrated and uneasy, unaware that your reading 
is being sabotaged. The rules above work instead to help the reader be 
carried along the path of the argument, and that's what is needed. (It is 
worth remarking that this good writing of proofs has everything to do with 
writing, and rather little to do with mathematics. Mathematics teachers are 
sometimes heard to say that it isn't so much the Math SAT that matters 
as the Verbal SAT, and the vulnerability of mathematical writing to bad 
writing is the reason why.) 

As for specific comments on the rules, few are needed on the first and 
second, since all they are is fair play for the reader: if you know what you 
are going to do, and the names you will use, why handicap the reader by 
making it a secret? But the third rule is more complex and deserves more 
discussion. Mathematicians attach a lot of importance to these little words, 
and students frequently do not. But these little words are cues to the local 
structure of the proof: what is going on right now? Well, why does this 
local structure matter? Here's an example of the first proofs we are likely 
to get for, say, the result for sets that An (B U C) = (~n B) U (A n C): 

x E An (B U C) 
xEA 

4See? Wasn't this last sentence a relief! It isn't a matter of what you can do, 
it is a matter of what you ought to have to do. 
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xEBUC 
If x E B then x E An B. 
If x E C then x E A n C. 

\-Vell, there you are. Good luck. All structure has been omitted, and all 
that a reader has to go on is a list of equations. 5 Even at the level only 
of "little words," where does the fourth line come from? From the third? 
The first and third together? Godel's incompleteness theorem? \Vho can 
tell? ... without, of course, essentially redoing the proof yourself, which is 
what this style of presentation really requires. The sad thing is that the 
difficulties above are a matter of presentation, because the correct proof 
(or a piece of it, anyway) is right there - it's just too hard to dig out. 

There's a student response to this sort of complaint about little words, 
and that is to write the proof as shown above and then "throw in" some 
little words. The advantage is that the proof produced has a certain surface 
plausibility. The disadvantage, of course, is that the little words can mislead 
the reader. 

Exercise 

2.11: \-Vhat is wrong with the following proof fragment (at the level of 
"little words")? 

Suppose x E An (B U C). 
Hence x E A. 
Thus x E B u C. 
Therefore, if x E B then x E An B. 
Or, if x E C then .r E A n C. 

So to throw ill little words that point misleadingly is an admittedly 
different sin, but just as serious, as their omission altogether. The more 
the little words are used usefully, the better the reader will follow the local 
(that is, small-scale) structure of the proof. 

The fourth rule, concerning large-scale or global proof structure, is more 
important than is at first obvious, and we'll say more in Section 2.3 and 
also when we talk about formal mathematical language in Chapter 3. But, 
for example, if the proof structure is signaled as "by induction" you ought 
to have at least a little sensation of relief. \Vhether or not you remember 
induction, and especially whether or not you are confident using it yourself, 
you have seen proofs by induction before and are likely to recognize some 
similarities in what is to come. In general, standard proof forms help you 
follow the argument. If, on the other hand, you read that a proof will be 

5 At the level of rule 1. did you know, for example, that what was being proved 
was a containment An (B U C) ~ (A n B) U (A n C), as half of a strategy that 
uses the fact that D ~ E and E ~ Dimply D = E? How could you know? At 
the level of rule 2, what is "x"? 



2.2 Real-Life Proofs vs. Rules of Thumb 45 

by Murcheson's Law of Propinquity, you might well feel daunted. (You 
should. I just made up both Murcheson and the Law. But the moral is that 
an unfamiliar form is more likely to be troublesome than a familiar one.) 

2.1.5 Exercises 

Insert in the following proofs the missing cues to what is going on. A good 
way to check what you've done is to exchange copies with a classmate. 
Remember that the goal is not simply to cue some proof, but to form and 
cue a good one that is easy to read. 

2.12: The diagonals of a rhombus are perpendicular. 
Proof. AB ~ CD. LCAB ~ LACD using alternate interior angles. 

LCDB ~ LABD similarly. LDEC ~ LAEB. Triangles AEB and CED 
congruent. CE ~ AE. DE ~ BE. LDEC ~ LAED. LDEC and LAED 
together form a straight angle. LDEC is a right angle. 

2.13: A diameter of a circle perpendicular to a chord of that circle bisects 
it. 

Proof. Let C be the center of the circle, AB the diameter, DF the chord, 
and E the point of intersection of the chord and the diameter. AB ..1 
DF. Draw CD and CF. LCED ~ LCEF. CD ~ CF. LCDE ~ LCFE. 
Triangle CD E is congruent to triangle C FE. D E ~ FE. 

These rules of thumb may sound reasonable. As a practical student con
centrating on doing some mathematics, though, three questions are fair: 
Do they help me read proofs? Do they help me discover proofs? Do they 
help me write up proofs I have discovered? The next section is all about 
the answer to the first of these and also casts some light on another aspect 
of these rules. 

2.2 Real-Life Proofs vs. Rules of Thumb 

The following is an example of the sort of proof one might find in a math
ematics textbook at the junior level. 

Prove: The sum of monotone increasing sequences is monotone. 
Pf. If (sn) and (tn) are monotone increasing, then of course for any n, 

(s + t)n+l = Sn+1 + tn+l 2: Sn + tn, as desired. 

Well, ... what happened? If we compare this proof to the guidelines, you 
could suppose the "as desired" is a signal that the proof has done what it 
said it would. Only nobody ever said what that was to be. What's "n"? 
What is "(s+t)"? "Then" does seem to point to (S+t)n+l = Sn+l +tn+l 2: 
Sn +tn, but that isn't a single statement. And so on. The rules do not seem 
to be in force for this proof. 
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To understand why this proof is (or might be) really OK, we have to 
go back and think about the rules again and about a standard aspect of 
(any kind of) writing. First, observe that the rules given have a good deal 
of redundancy, and, if used completely and slavishly throughout a proof, 
give too much signpost information for a reader. Suppose, for example, I 
have just told you that we are doing a proof by induction. Should my next 
sentence be, "since the first part of a proof by induction is a verification 
for the case n = 1, we turn to the case n = I"? Note that this sentence is 
purely signpost and has nothing to do with the particular proof at hand. 
Unless I should assume that you have never heard of induction, wouldn't 
something like "For the case n = 1, ... " be good enough? Or, for another 
example, should every "thus" and "hence" be completely explicit? Do you 
really want to read many proofs whose form is "Hence, because of A and 
reason R, we have B. Therefore, because of B and reason S, we have C. 
Thus, because of C and reason T we have D"? It is surely possible to have 
even correctly formed signposts so numerous as to create a ridiculously 
long proof, and, more importantly, to swamp the markers that are really 
important. 6 

Second, any kind of writing makes assumptions about the audience to 
which it is written. (Those assumptions may be conscious or unconscious, 
consistent or inconsistent, good or bad, on the part of the writer, but 
they are always there.) The author of a mathematical proof (or any other 
argument) has to make some delicate choices, the audience clearly in mind, 
about how many guides to the structure of the proof and other details are 
appropriate. A research specialist writing for other research specialists, for 
example, need only hint at familiar proof structures, may assume immediate 
access to a wide body of specialized knowledge, can omit as "easy" complex 
but familiar sorts of arguments, and in general may give a very condensed 
version of the proof. Someone writing for a novice mathematician, on the 
other hand, should not. Since we are only concerned at the moment with 
guides to proof structure, let's analyze what assumptions prevailed in the 
proof structure above. 

Prove: The sum of monotone increasing sequences is monotone. 
Pf. If (sn) and (tn) are monotone increasing, then of course for any n, 

(s + t)n+l = Sn+l + tn+l 2: Sn + tn, as desired. 

I wrote the proof under the assumptions: 

1. The definition of monotone increasing sequence and some standard 
notation for sequences were either immediately recalled or a page 
turn away for the reader. 

6If you are taking a drive on a new but major highway, do you really need a 
signpost every mile? Half mile? Tenth of a mile? No, you need enough signposts, 
whatever "enough" means. 
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2. Faced with the definition, the reader would quickly deduce that there 
was only one appropriate proof structure (the one for dealing with 
the "universal quantifier" on n, whatever that is). 

3. Expecting that form of argument, the reader would expect that, be
cause of the details of its structure, an arbitrary positive integer would 
be chosen, and something proved for it. 

4. The reader would recognize that, this last task accomplished, there 
was nothing more to be done. 

Now the first assumption has nothing to do with proof structure, but 
the second, third, and fourth do. If it is assumed that the reader knows or 
deduces quickly from the problem statement what the form of the proof 
must be, cues to that structure may be replaced by hints or omitted entirely. 
If the known proof structure requires the choice of "any positive integer" 
then "For any n" is probably enough of a clue that the choice is now made, 
with no more full introduction of this variable name. 7 And a reader familiar 
with a certain proof structure won't need much recap at the end. 

So the proof above wasn't mathematically wrong, but its presentation 
may have been wrong for you. This distinction indicates the importance of 
the fourth rule about familiar proof structures; if you aren't at home with 
those structures, hints suitable if you were won't be enough to steer you 
through. \Ve'll turn soon to some familiar structures. But the rules, even 
in compressed form, are still to aid the reader through the presentation 
and give guide and comfort for a struggling reader and reassurance for a 
successful one. 

Aside 

What about the rules as aids for discovering and writing proofs? They 
don't help much in discovery, since they present a structure clearly but 
don't help you find it in the first place. They do sometimes help point out 
when a proof you think you have discovered isn't right or isn't complete: if 
you are trying to write one up, come to a "Therefore," and realize that the 
best you can do is say it points backwards to ... uh ... "all that stuff up 
there, sort of," your proof is in trouble. The proof structure discussion and 

7Note there is another aid for the reader here, which is custom about variable 
names. The letters n, m, i, j, and k are, by custom, reserved for integer vari
ables. This custom, suitably extended, and its resulting cues for the reader are 
so important that we shall henceforth call this rule 2', since it is an addition to 
the rules for the user-friendly use of variables. A variant of this custom is the 
reservation of e for the identity element of a group, or, in other settings, for the 
base of the exponential function. You would be unsurprised to find "p" standing 
for a polynomial and 7r for the constant ratio of the circumference of a circle 
to its diameter, and quite surprised to find their roles reversed. Here again is a 
guide to what is going on that saves the reader needless effort, sparing it for more 
important things. 



48 2. Informal Language and Proof 

the section on formal mathematical language to come will be much more 
helpful for proof discovery. 

As for writing proofs, you won't write them at all well unless you follow 
these rules consciously or unconsciously. Why not consciously? 'Nuff said. 
End Aside 

2.3 Proof Forms for Implication 

We start with an observation, which is that most proofs are, or have as 
the large pieces anyway, a proof of a simple implication whose form is 'if 
A then B.' Sometimes we write this as 'A implies B,' and sometimes it is 
even written as 'A only if B' (which is much more confusing; we will discuss 
in Section 2.3.2 why this makes sense). But as we hinted in Section l.3, 
frequently you get an assumption or list of assumptions, and the theorem 
claims you may deduce a conclusion. For example, you may look at our 
discussion of the Mean Value Theorem in that section to see this form. For 
another example, think about some standard theorem in geometry (say, 
about triangles). Faced with a theorem or subtheorem of this form, there 
are three approaches that we discuss first. 

2.3.1 Implication Forms: Bare Bones 

Direct Proof 

To Prove Method 
Implication Assume A, 
A='?B deduce B 
If A then B 

Start Cues 
"We prove directly ... " 
["Let A be as in the statement"] 
[None] 

End Cues 
"B) as desired" 
"Q.E.D." 
" ... as was to be shown" 
Restatement of result 
[None] 

Construct some examples from your past mathematics. 

2.14: 
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To Prove 
Implication 
A*B 
If A then B 

Proof by Contraposition 
(Indirect Proof) 

Method 
Prove 'not B * not A' 
Assume not B, deduce 

not A 

Start Cues 
"We prove the contrapositive" 
[ "We show not B implies not A" 
"We precede indirectly" 
[ "Assume (not B)" ] 

End Cues 
"So, by contraposition" 
Restatement of original 'A * B' 
[None] 

Give some examples from your mathematical past. 

2.15: 

To Prove 
Implication 
A*B 
If A then B 

Proof by Contradiction 
(Reductio Ad Absurdum) 

Method 
Assume A and not B, 

deduce a 
contradiction 

Start Cues 
"We prove by contradiction" 
"Assume, for a contradiction" 
[ "Suppose (not B)" ] 

End Cues 
"We achieve the contradiction" 
"Contradiction. " 

"#" 

2.3.2 Implication Forms: Subtleties 

Direct Proof 

] 

The logical structure of direct proof is the most simpleminded and most 
common: assume the hypothesis or hypotheses and deduce the conclusion. 
Recall that you constructed above some examples from your previous his
tory, which you can compare to the discussion here. Direct proof is fre
quently cued in the first sentence.8 Unfortunately, since it is basic and 

BIt is legal to use this sentence both to cue the form of the proof as direct and 
to set up some notation consistent with the hypothesis. 
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common, sometimes this form is not cued at all; we simply dive into the 
body of the direct proof, or at least into setting the notation. This is more 
cornman if the proof is (under those assumptions about audience) simple 
or short or easy, but may be done anyway. By convention, if there are no 
cues, the reader should get to count on a direct proof. 

End cues are often left out (or used incorrectly or ambiguously). The 
"Q.E.D." abbreviating the Latin "Quod Erat Demonstrandum" that you 
may have fieen or written ought to be a reliable cue to the end of a direct 
proof. It isn't always becaufie writers who ought to know better throw it in 
becaufie it looks fancy. "As was to be proved" (a reasonable translation of 
"Quod Erat Dernonstrandum") ifi probably more reliable since anyone ufiing 
it has at least taken the trouble to think about Q.E.D. and its translation. 
A phrase like "as waS to be fihown" or "as desired" is surely the cue to 
the end of some proof but may not be reserved for direct proofs. The main 
hope, of course, is that the reader is following the proof well enough to 
recognize when it is over! 

These conventions apply if implication is a subproof in a longer proof, 
although the beginning and ending of such a subproof are supposed to be 
very clearly marked. In particular, the cue to the end of the subproof is fre
quently very explicit: 'This completes the proof that under our hypotheses 
f is uniformly continuous, and we now turn to ... ," for example. 

Proof by Contraposition 

To prove 'A implies E' by contraposition, one makes Ufie of a refiult from 
logic that states 'A implies E' is true exactly when 'not E implies not A' 
is true. (The "contrapositive" of 'A implies E' ifi 'not E implies not A,' 
hence the name.) Faced with the task of proving one, it is equivalent to 
prove the other instead. Thus the proof by contraposition of 'A implies E' 
amounts to a direct proof that 'not E implies not A.' The beginning of the 
proof is the assumption of 'not E,' and work to establish 'not A' from it 
will followY 

The cues for this proof form are several, but at least it is almost always 
cued. It's not very clear to simply fit art out "Assume 'not E'," but this 
is sometimes done. (The reason that it is lesfi clear is that this could well 
be the start of a proof by contradiction.) The thing to remember is that 
once you start down this path, the proof is really a direct one, although of 
something different than what you started with. A subproof of this form 
might close by restating the 'A implies E' actually needed in the main 
proof. 

g'WARNING: the beginning assumption of 'not B' may have you thinking of 
"proof by contradiction." Proof by contraposition is not the same as proof by 
contradiction, although there are some points of similarity. We will get to proof 
by contradiction shortly. 
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Proof by Contradiction (Reductio Ad Absurdum) 

You probably are familiar with this form (which is perhaps not the same 
thing as being comfortable with it). To prove 'A implies B,' we begin by 
assuming 'A' and 'not B.' It is a fact from logic that supposing we can 
reach a contradiction ('C and not C,' '0 = 2,' 'the sum of the angles in 
the triangle is greater than 1800 ,' whatever), we are entitled to deduce' A 
implies B.'IO So the form of the argument is 

• Assume both 'A' and 'not B.' 

• Arrive at some contradiction. 

• Deduce from the first two steps that indeed 'A implies B.' 

Examples, please? (We assume that you are merely collecting the ones you 
constructed after the bare bones discussion. We didn't tell you to do it 
there, but your habits are so good. .. .) 

2.16: 

This form of proof should always be cued at the beginning and almost al
ways marked at the end. Clear beginning cues are best, although sometimes 
you will see merely "Assume 'not B' "; as noted before this is ambiguous 
since this could be the start of a proof by contraposition. In a subproof, a 
proof by contradiction should be very clearly begun and ended, since you 
should be sure that a reader is not assuming something later on (and by 
now known to be false) that was part of the subproof. 

There's another, fast and tricky, instance of proof by contradiction you 
need to recognize. Occasionally you will find a sentence like "Now (some
thing), for if not, then (argument), clearly a contradiction." This is the 
cue to a small proof by contradiction, usually buried in the middle of a 
longer argument, short enough to be stated, cued, and argued, all in one 
sentence. Sometimes the final "clearly a contradiction" is omitted, and then 
you are on your own to see if this is a one-sentence proof by contradiction, 
a one-paragraph proof by contradiction, or whatever. ll 

It's worth discussing proofs by contraposition and contradiction, since 
they are similar enough to be confusing but their differences are impor
tant. In each form to prove 'A implies B' you assume 'not B.' In proof by 

lOWe will discuss this more when we do some formal logic in the next chapter. 
Intuitively, if you are given 'A,' and assuming 'not B' as well gets you to a 
contradiction, since the problem can't be with 'A' it must be with 'not B', so 
'not B' must be false if we assume 'A', so 'B' must be true if we assume 'A'. This 
intuitive form is in strict terms nonsense, but may be helpful anyway. 

llThis is not particularly kind to the reader. 



52 2. Informal Language and Proof 

contraposition, that is all you assume (besides, of course, general facts from 
mathematics), and you work more or less directly to 'not A.' In proof by 
contradiction, on the other hand, along with 'not E' you assume 'A' and 
now get to work for any contradiction you can find. The obvious advantage 
of proof by contradiction is that you have two assumptions to work with, 
and somehow having both may give you more things to play with. 

There's a conventioIl (part snobbery, part reasonable) about these two 
that needs discussion. From the discussion above you may realize that one 
possible contradiction you could arrive at is 'A and not A.' Further, since for 
this form you are allowed to assume 'A.' all you really need is to get is 'not 
A.' Since you get to assume 'not E,' this is beginning to look an awful lot 
like proof by contraposition, and therein lies the problem. Suppose you are 
reviewing a proof by contradiction and realize that the contradiction was' A 
and not A,' and further that the only place the assumption 'A' was used was 
to pair with the 'not A' deduced along the way for this contradiction. Such a 
proof could be just as well written as a proof by contraposition: assume only 
'not E' in the first place, deduce 'not A' exactly as was done before, and 
stop. Although the original form as a proof by contradiction is not logically 
wrong, it is convention that you write it as a proof by contraposition if you 
can. \VelL OK, it is indeed more economical not to assume' A' if you don't 
need it. But the bad reaction to it goes far beyond that; in some way or 
other, it is low class to do it the wrong way, even though the proof is correct. 
(And we wouldn't want to be low class.) 

There's another quite sensible convention. There is a general dislike of 
proofs by contradiction if a direct proof or proof by contraposition is avail
able. \Ve mentioned one reason before: a proof by contradiction shows you 
why something isn't false, and of course logically it is therefore true. But 
that doesn't tell you why it is true. If there is a direct connection between 
hypothesis and conclusion, why not show it? Further, on a level below that 
of logic, we find the argument "it is true because it is not false" unsatisfying 
because in ordinary living we find plenty of things neither true nor false. 
Logically the argument is fine, because in mathematics we accept the Law 
of the Excluded l'vIiddle, which does away with anything other than true 
or false. That still doesn't make it satisfying psychologically. Finally, it is 
ummtisfying to bend the attention of the reader to matters that we know, 
and the reader believes, will turn out not to be the case. To assume ;A 
and not E' and force the reader to hold this in mind for a whole proof is 
to request the reader to think about a lie. (This point is essentially taken 
from P61ya's How to Solve It [5, page 168]: "". we are obliged to focus 
our attention all the time upon a false assumption which we should forget 
and not upon the true theorem which we should retain.") Is it a proof? Of 
course, and so it is used when there is no alternative. But if a direct proof 
is available we take it. 

Some language needs discussion. \Ve remarked before that 'A only if E' 
was language used for 'A implies E,' but somewhat confusing language. Its 
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justification is formal logic: the statement 'A implies B' is assigned a value 
of true or false without regard for anything but the true or false assignments 
to 'A' and 'B.' (So, in particular, "meaning": "There are no unicorns implies 
seven is a number" is true.) The convention for the assignment to 'implies' 
is that it is false if 'A' is true but' B' is false, and 'implies' is true under all 
other possible combinations of assignments (we'll discuss this more when 
we do formal language). In particular, if 'A' is true, one must have 'B' true 
as well, or we would be in the only situation in which 'A implies B' would 
be false. That is, if 'A' is true, 'B' must be; that is, 'A' only if 'B.' 

This language occurs again in 'A if and only if B' (sometimes abbreviated 
to 'A iff B' and sometimes written 'A ¢? B.' This is shorthand for '(A 
implies B) and (B implies A),' and now that you understand 'only if,' you 
can see why. The phrase 'A if B' is just 'if B, then A,' and you know 
what 'A only if B' means. Another phrase for this same logical statement 
is "double implication." One needs this for the sort of theorem discussed 
in a footnote in Section 1.8.2. Note that the proof is almost always two 
subproofs of the two implications hidden in "iff." 

There is more alternative language, unfortunately. Sometimes you will 
see something like "this condition is necessary for f to be continuous" or 
"this condition is sufficient for f to be continuous." These are again ways of 
talking about implications. To say that 'A' is sufficient for 'B' is to say that 
if you have 'A' you surely will have 'B' (that is, 'A' is enough to guarantee 
'B'), which is 'A' implies 'B.' To say that 'A' is necessary for 'B' is to 
say that you can't have 'B' without having 'A'; if you think of the truth 
table for 'implies,' you will see that this is 'B =}- A.' Of course, these can 
be combined, so one can talk about a necessary and sufficient condition, 
which is really an 'if and only if' in disguise. The fact that there are so 
many ways to say the same thing is confusing, but they are in common use 
so you have to know them. 

Sometimes one has a theorem in which one is showing that several (more 
than two) conditions all imply each other. The language for this is "the 
following are equivalent," sometimes abbreviated to "TFAE"; if your con
ditions are 'A,' 'B,' 'C,' and so on, this is short hand for '(A iff B) and 
(A iff C) and (C iff B),' and so on, and is a great convenience. It is worth 
noting that to prove this, it is logically enough to prove the circle of impli
cations 'A implies B,' 'B implies C,' ... , 'M implies A.' This cuts down 
the number of implications to be proved from n( n -1) /2 to n, a substantial 
savings. 

2.3.3 Exercises 

In the following you are to identify the proof structure, critique the cuing 
of that structure, and note any proof done by contradiction that should 
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have been done by contraposition. 12 A first pass might be to highlight all 
cuing words. 

2.17: Suppm;e that f and 9 are functions for which the composition h = gof 
is defined. If h is injective, then f is injective. 

Proof. Suppose that f is not injective. By definition, then, there are 
distinct points :[1 and X2 in the domain of f so that f(xI) = f(X2). Then 
clearly h(xd = (g 0 f)(xd = g(f(xd) = g(f(X2)) = h(X2), and therefore h 
is not injective. 

2.18: The identity element in a group is unique. 
Proof. Let G be a group and suppose e and f act as identity elements. 

Then e = e * f since f is an identity, and e * f = f since e is an identity. 
Combining these equations, e = f and so these elements are the same. 

2.19: The identity element in a group is unique. 
Proof. Let G be a group and suppose e and f are distinct elements that 

act as identities. Then e = e * f since f is an identity, and e * f = f since 
e is an identity. Combining these equations, e = f, a contradiction. 

2.20: Let {ACt} be a collection of connected sets with nonempty intersec
tion. Then nnAc; is connected. 

Proof. Let p be a point in the intersection, and suppose that nuAa is not 
connected. Then there exists a disconnection C, D as usual; in particular, 
neither C nor D is empty and n"Au = CUD. \Vithout loss of generality, 
we may assume that p E C. Now for each a, p E Au, and therefore C n Au 
is not empty. Therefore, since An is connected, Ao- is contained entirely in 
C. It follows that D is empty, which is a contradiction. 

2.21: Let S be a set of real number8 bounded above, and denote by -8 
the set -S = {-x: x E 8}. Then -8 is bounded below. 

Proof. Let b be an upper bound for S. For any y in -S, there is an x in 
S such that y = -x. Further, x S; b 8ince b i8 an upper bound for S, and so 
of course -b S; -x. Thus -b S; y, and it follows that -b is a lower bound 
for -So 

2.22: Let {v] }j'=l be a linearly dependent 8et of vectors in a vector space 
V (with n 2' 2). Then there is a sub8et of the Vj with n - 1 elements with 
the same span as the original {Vj }j'=1. 

Proof. We construct the required subset. Since the set {VJ }j=l is linearly 
dependent, there exist scalars {Aj }j'=1' not all zero, so that A11)1 + A21)2 + 
... + Anun = O. \Vithout loss of generality, we may assume that Al Ie O. We 
then claim that the set {v] }j'=2 has the required properties, and clearly the 
number of elements is correct. To show that its span is the same as that 
of the full set, suppose I) is in the span of {v] }j'=I' so there exist scalars 

12This last task depends on Subsection 2.3.2. 
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{Ctj}j=l such that v = Ct1V1 + Ct2V2 + ... + CtnVn. From the dependence 
equation, we have V1 = -A21 A1 V2 - ... - Ani A1 Vn , and it is easy to deduce 
from the last two equations that v is in the span of the {Vj}j=2' We have 
therefore constructed a set with the desired properties. 

2.23: Cographs of isomorphic graphs are isomorphic. 
Proof. Let G and H be graphs, and h an isomorphism between them. By 

definition, we must show that there exists an isomorphism between GC and 
He; we will show that h is such an isomorphism. Surely h is a one-to-one 
function from the vertex set of G" onto that of H", since the vertex sets of 
G and GC , and H and He, respectively, are the same. We next must show 
that for any two vertices V1 and V2 of GC, the edge V1 ~V2 is in GC if and only 
if the edge h( vd~h( V2) is in He. Suppose V1 ~V2 is in GC; then by definition, 
V1~V2 is not in G. Since h is an isomorphism of G and H, h(vd~h(V2) is not 
in H. By definition, h( vd~h( V2) is in He, as desired. The other implication 
is similar. and we are done. 

2.24: If a is an element of a group such that a*a = a, then a is the identity 
element. 

Proof. Let e denote the identity of the group. There exists b such that 
b * a = e. Observe b * (a * a) = e from our assumption on a. Also, 
(b * a) * a = a. Therefore, using associativity, we have a = e as desired. 

2.25: Suppose that a1 + ... + ag = 90, with the ai nonnegative integers. 
Then there exist three of the ai whose sum is greater than or equal to 30. 

Proof. WLOG, we may suppose the ai are in decreasing order. If a1 + 
a2 + a3 ;::: 30, we are done. If not, then clearly a4 + a5 + a6 < 30 and 
a7 + a8 + ag < 30, a contradiction. 

2.26: Suppose f and g are functions for which the composition go! makes 
sense. If ! and g are injective, then h = g 0 f is injective. 

Proof. We use the definition of injective directly. Suppose that Xl and 
X2 are elements such that h(X1) = h(X2)' Then by the definition of h, 
g(f(xd) = g(f(X2))' Since g is injective, we may deduce f(xd = !(X2), 
and since! is injective, we may deduce Xl = X2, as desired. 

2.27: The intersection of an arbitrary nonempty family of subgroups of a 
group is again a subgroup. 

Proof. We use the theorem stating that a nonempty subset S of G is 
a subgroup if and only if for every a and b in S, a * b~l is in S. Let S 
denote the family of subgroups and T denote the intersection. To show T 
nonempty, note that since the identity element of G is in S for each S E S 
it is surely in T. Suppose a, b are in T. Then a is in S for each S E S 
and similarly for b. So for each S, a * b~l E S citing the theorem. Then 
a * b~l E T from the definition of intersection, and we are done via the 
theorem. 
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2.28: Let G be a graph, and define a relation R on the vertex set V (G) by 
(a, b) E R if and only if there is a walk from a to b. Then R is an equivalence 
relation. 

Proof. We verify the three conditions for an equivalence relation. First, 
there is the trivial walk from any vertex to itself, so (a, a) E R for each 
a. Second, suppose there is a walk from a to b. By reversing the order of 
the list of vertices, we may obviously produce a walk from b to a, which is 
symmetry. Finally, suppose (a, b) and (b, c) are in R. By simply concate
nating the lists of vertices for the two walks, we may obviously produce a 
walk from a to c, which is transitivity. Thus we are done. 

2.29: If G is a group and a is any fixed element of G, we let Ta : G ----> G 
denote the function ofright translation by a, so Ta(x) = x*a for all x E G. 
Prove that Ta is injective. 

Proof. We use the definition of injective, so suppose Ta (x) = Ta (y). Then 
x * a = y * a. Multiplying on the right of each side of this equation by a-I 
it is easy to deduce x = y as required. 

2.3.4 Choosing a Form for Implication 

We hope that the above discussion helps with two of the three standard 
questions, namely, "does it help me read proofs?" and "does it help me 
write up proofs I have found?" 13 We still need to say a few words about 
choosing a proof form during your attempts to discover a proof. Such a 
choice is clearly important, since, for example, if you decide on a direct 
proof form and there is no direct proof but only a proof by contradiction, 
your work and time may not be entirely wasted but won't yield success. 
To choose a certain form is to plan on making an investment of time and 
energy; how do you know which form is best? 

The answer is that you don't, and anyone trying to give you some per
fect general recipe is either deluded or lying. Frequently you have to try 
all three forms, perhaps starting with the direct form since it is somewhat 
preferable. Often your choice is guided by "experience," which can some
times be reduced to rules and often can't. Surely everything you learned in 
the chapter about looking at examples should be used, and we will come to 
some formal mathematical things in the next chapter helpful in some cases. 
The best we can do is give some rules of thumb that might increase the 
chances of your choosing a successful form. We'll need a little discussion 
first. 

What is the discovery of a proof? One way to think of things is to visualize 
the hypothesis as one point ("H") and the conclusion as some other point 
("e"), with the job being to connect the two. The connection is usually 
done with the aid of some intermediate points, so, for example, you find 

13We hope each answer is a resounding YES! If not, keep it to yourself. 
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some connection from "H" to "A", and some connection from "A" to "B," 
and some connection from "B" to "C," and you are done. Note that while 
you had "H" and "C" to start with, you had to choose "A" and "B" from 
all the other possibilities in your mathematical repertoire, most of which 
are totally irrelevant to this problem. How do you do that? Well, a good 
place to start is by seeing what "H" connects to naturally. Perhaps there 
are three theorems available connecting "H" to "A," "D," and "E." And, 
since as we will argue later, connections to "C" are at least as important, 
perhaps there are four theorems connecting "B," "R," "S," and "T" to 
"C." This gives a picture something like this: 

J 
A 

R 
? 

H 'D .. : . -> C 

S 

E T 

Now, of course, you have the same sort of problem over again, because 
you want to find a connection from "A" to anyone of "B," "R," "S," and 
"T," or a connection from "D" to anyone of "B," "R," "S," and "T," or 
.... New problem: since you can't think about all of these at the same 
time, you have to concentrate on one. Which one, and how do you know? 
Well, that's the hard part, and a full discussion would take us far afield. 14 

But if somehow you are able to find a connection from "A" to "B" (or, for 
that matter, from "D" to "R") you win. 

How does this model help us think about choosing a proof form? If when 
faced with 'A implies B' you perceive many strands leading from 'A' and/or 
many strands leading to 'B,' it is probably worth trying a direct proof. You 
might expect this, for example, if your hypothesis contains a nice, juicy, 
technical definition, or perhaps if your hypothesis has a number of different 
conditions. P6lya, in How to Solve It, lists a number of questions designed 
to aid in the discovery of these strands (for example [5, page 156], "Could 
you derive something useful from the hypothesis?"). Start by examining 
these strands. 

If that doesn't seem to go very far, what if there are many strands leading 
from 'not B' and/or many leading to 'not A'; what kind of proof might you 
choose? 

14 A very abbreviated discussion of this, but with further references, can be 
found in the Theoretical Apologia appendix and in the final section of Chapter 
3. 
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2.30: 

Finally, if the things above fail, there is always proof by contradiction. But 
you might be led to thit-l form earlier, either by apparent lack of ut-lefulness 
of the hypothesis or by something special cue. Consider the Goldbach con
jecture (still unresolved) stating that every even number is the sum of two 
or fewer prime numbers. A little work makes you realize that this is really 
saying that every even number larger than six is the sum of exactly two 
(odd) prime numbers. So you are faced with some number, even and larger 
than six. \Vhat do you know about such numbers? Not much apparently 
useful, so perhaps it is time for proof by contradiction?15 

There is a special cue to proof by contradiction as well. One form of that 
cue is a 'not' in the conclusion. so if you are asked to prove "if (blah blah 
blah) then (something) is not (something else)" the standing of a proof by 
contradiction goes way up. To show something is not a circle, for example, 
you could either show it is one of the rather larger number of other things 
(ellipses, cows, catenary curves, almost periodic matricial functions .... ) 
or you could assume it is a circle and deduce a contradiction. Another way 
to say it is that "not circle" is too general to be useful. but "'not not circle" 
(that is, "circle") is extremely useful. 

There's another way you can be in the same situation but have it less 
noticeable. A few definitions in mathematics have a 'not' already in them. 
For example, in analysis there are two sorts of sequences one singles out 
for study, one being the convergent sequences and the other being the se
quences divergent to plus or minus infinity. \Vithout worrying about what 
these are, it should be unsurprising that there are sequences in neither of 
these two categories. So one makes up a third category, called oscillating 
sequences, which consists of everything else: that is, a sequence is oscillat
ing if it is not convergent and not divergent to plus or minus infinity. (In 
some sense, these are the ones you'd like to sweep under the rug.) Now, 
how will you prove that some sequence is oscillating? Oscillating is not a 
positive property - you can't point to something the sequence does and 
say "See? It does that so it is oscillating." All you can do is a proof by 
contradiction. Assume, you say, that the sequence is not oscillating. Then 
it is either convergent or divergent .... Contradiction(s), so the sequence is 
oscillating. 16 

15That hasn't worked either (yet?), but it's a reasonable try. 
16\\1e mention that there is in topology a similar definition. A set is said to be 

connected if it is not disconnected. A set is disconnected if it actually does (some
thing), and assuming a set is disconnected gives you some things to work with. So 
to prove a set is connected you almost always proceed by contradiction, assuming 
for a contradiction that it is not connected. that is, not not disconnected, that 
is, disconnected. See what fun things lie ahead? 
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These rules of thumb notwithstanding, about all you can do is improve 
your chances of picking a suitable proof form. The more proofs you do, the 
better your choices will become. And at least as important as the initial 
pick is your ability to monitor what you are doing so you pull your head 
out of the sand if your pick isn't being useful. 17 Try several proof forms, 
keep your wits about you, and see what you get. 

2.4 Two More Proof Forms 

We single out two more forms, proof by cases and proof by induction. 

2.4.1 Proof by Cases: Bare Bones 

Sometimes in a proof you find yourself needing to prove some conclusion 
"C" under two (or more) different sets of circumstances. Suppose, for ex
ample, that you need to prove that the square of a nonzero number n is 
positive. A natural argument divides things into two cases: 

Case I. n > 0 Then n2 = n * n > 0 since the product of positive 
numbers is positive. 

Case II. n < 0 Then -n > 0, and n 2 = n * n = 1 * (n * n) = 

(- h -1) * (n * n) = (-n) * (-n) > 0, again using the fact that the product 
of positive numbers is positive. 

The example is, of course, trivial, but the argument form is important. 
You are really faced with proving something of the form '(P or Q) implies 
R,' and you do it using cases, in the first of which you assume 'P' and in the 
second of which you assume 'Q.' Since in each case you arrive satisfactorily 
at 'R,' you do indeed get what you want. 

To Prove 
(P or Q) =} R 

Case Start 
"Case 1 (2, ... )" 
"In the first case" 

Proof by Cases 

Method 
Prove 'P =} R,' 

then prove 
'Q =} R' 

Case End 
" ... finishes Case 1" 
"So done in first case" 

Start Cues 
"We prove by cases ... 
[ "To show P =} R" ] 
["If P, then ... "] 

End Cues 
"So in either case" 
[None] 

" 

This form is useful and common but needs to be well cued, since, for 

17There is a class of exercises which work on exactly this skill; see the discussion 
in Section 3.5. 
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example, while in the middle of case II you do not get to use the assumption 
of case I. Note that there are six places to mark: the beginning of an 
argument by cases, the beginning and end of case I, the beginning and end 
of case II, and the end of the argument by cases as a whole. It is probably 
always worth tying things neatly up at the end. 

2.4.2 Proof by Cases: Subtleties 

There is, out there, an inadequate and truly annoying but not unused 
method of dealing with proof by cases. Occasionally you will read a proof 
that has early on something like "Assume A cJ B." You may at the time 
see no particular reason why this is a legal assumption, and your efforts 
to see why you can in fact make it may get you nowhere. Possible cure: 
skim your way down the rest of the proof. If you come upon a paragraph 
starting "In the case A = B, ... " then you have in fact been in the first 
case of a badly cued argument by cases (you ought to be allowed to shoot 
the author, but this is not practical). The best you can do is be alert for 
this use of "assume" ("suppose" is sometimes used in the same way) .18 

Let's warn you about a common mathematical device, or perhaps devices, 
for dealing with arguments by cases, essentially by omitting one of the 
cases. One of the favorite phrases of mathematicians is "without loss of 
generality" (sometimes abbreviated to WLOC or W.L.O.C. or wlog 
or w .l.o.g.), and you may have wondered what it meant. Well, suppose, 
for example, that you are concerned with some number a in a set A and 
another number b in a set B, and sets A and B are not the same but the 
properties you care about for this problem are the same (for example, they 
are both open intervals). You may see something like "a = b is trivial, so 
''''LOG, we may assume a < b," and you may well wonder: it certainly 
seems that b < a is pos:sible, so we are losing some "generality." \Ve are, 
but what the WLOG is signaling is some argument like this: surely there 
are indeed two cases, a < band b < a. But the argument I am going to 
give for the Cl < b case is exactly the argument for the b < a case, except 
I would have to change each a to a b and each b to an a the second time 
around. So I won't bother to do that, but I'll just remind you by saying 
"\VLOG" that this is going on and leave you to fill in the details if you feel 
it necessary. 

18\\1e pause to note that the case for good recognition of proof forms has just 
received another bit of support. We have, so far, observed that "assume" could 
be a cue to a proof by contradiction, a proof by contraposition, or a proof by 
cases. If you have these three forms well in mind, what follows the "assume" will 
probably let you choose among them. But if the forms aren't readily available 
you may not get expectations or, worse, get incorrect ones. Remember, a word 
to the wise .... 
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Often this signal is used when the division into cases really resulted solely 
from some notational choices. For example, what we really had were two 
sets and an element from each set. If we could look ahead and see which 
element was smaller, we could agree to name the lesser one a and call its 
set A, and the greater one b and call its set B; and then the two cases 
would never have arisen. This is the use of "WLOG" requiring the least 
cuing, since it is a frequent one. Sometimes, though, "WLOG" is stretched 
to other situations in which the two cases don't arise simply from the 
notational choices, and sometimes even aren't quite the same. Usually in 
that case there is some reason given along with the "WLOG" signal to 
say why the two cases aren't really enough different to worry about; for 
example, "without loss of generality we may assume f is positive, since if 
not, apply the argument to -f." Here we have a guarantee that in the 
judgment of the author the second case is sufficiently like the first case so 
that, with this hint, the reader will be able to complete the proof of the 
second case. (Remember the matter of audience assumptions? Here is a 
good example of such an assumption.) But however stretched, WLOG is 
always a cue to some case about which you will hear no further, because 
the proof of that case will be omitted. An example of the use of WLOG 
can be found in Exercise 2.22 above. This sort of division into cases (one 
to be omitted) may also be cued by "assume," but sometimes this cue is 
strengthened a little by saying, "Assume, say, that a < b." The "say" is to 
point out that indeed a choice is being made, but to hint that the writer 
or you will soon note that it doesn't make any real difference. 

Another device for omission of cases is to prove one case completely and 
then say "the other case follows mutatis mutandis." The phrase mutatis 
mutandis is a Latin one and may be roughly translated as "changing that 
which needs to be changed." Here's another guarantee on the part of the 
author that the reader will be able to complete the omitted case by using 
the argument from the first case with a few simple(?!) changes. Finally, a 
last way to dispose of one kind of case is to say "except for the trivial case 
(something), ... "; here's a guarantee that there is an omitted case, but in 
the opinion of the author any idiot is supposed to see why things are true 
in that case. But realize that in all these devices a shortened argument by 
cases is still there. 

It should finally be pointed out that the discussion above behaves as if 
the only arguments by cases are those with two cases. It is a reasonable test 
of your understanding to take the time to write down what would happen 
if there were three cases, for example. And, of course, you might try to 
find, construct, or recall a concrete example of such an argument. 

2.4.3 Proof by Induction 

To complete the standard proof forms we ought to discuss induction. One 
place to start is with what you may already have learned, which is that 
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to prove something by induction you first prove it for the case n = 1 and 
then, assuming its truth for n , prove it for n + 1. 19 

To Prove 
For all n, P(n) 
(formula involving n for 

all positive integers n) 

"n = 1" Start 
"For n = I" 

"Induction Step" Start 
"For the induction step" 
["Suppose P(n)"] 

Proof by Induction 

Method 
Prove P( 1), 

then prove for 
all n , P(n) =} P(n + 1) 

"n = 1" End 
" ... finishes n = 1 step" 

"Induction Step" End 
"Induction step is done" 
["So P( n + 1) as desired"] 

Start Cues 
"\-Ve prove by 
induction ... " 

End Cues 
"Done by induction" 

You've seen this most in proofs of equalities true for all n, like L~=l k = 

n(n + 1)/2, but induction has many other uses. Luckily, the cuing is quite 
standard, as indicated above. 

2.4.4 Proof by Induction: Subtleties 

There are a few subtleties about induction. First, we have presented things 
above as if the "first" case is always for n = 1. It need not be; much less 
common but still occurring are n = 0 and n = 2, and in fact, if one wants 
to prove something for the sequence of integers {k, k + 1, k + 2, ... } then 
the starting value is k. 

Second, there is another form of induction, sometimes called "weak" 
induction, in which the induction step is different. Instead of assuming the 
statement holds for n and proving it holds for n + 1, one assumes it holds 
for all integers k between 1 and n, and proves that the statement holds for 
n + 1. This clearly gives you more to work with and sometimes is useful. 
Other than the announcement at the beginning that "weak" induction is 
being used, the cuing is the same. 20 

2.4.5 Exercises 

\-Vith the various proof forms in mind, please determine the structure of 
these proofs and of subproofs if they occur. One way to show the structure 
might be to shade or highlight sentences, so, for example, a block forming 

19There i~ implicit here the assumption that n is a positive integer. 
20 These statements about induction are rather imprecise. When we do formal 

language in Chapter 3 we can say things better. 
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a subproof by contradiction inside a proof by cases would be all the same 
color; it might be helpful as well to highlight cuing words. "It might be 
helpful" because the second task, after the proof structure is clear, is to 
critique the cuing: was it enough? too much? ambiguous? And, finally, are 
there any proofs by contradiction that should have been written as proofs 
by contraposition? 

2.31: For any sets A, B, and C, (A n C) U (B n C) t;;;; (A U B) n C. 
Proof. Let x be an arbitrary element of (A n C) U (B n C). If x E An C, 

we have x E A and x E C. Then surely x E Au B and x E C, and therefore 
x E (A U B) n C. The other case is similar. 

2.32: Suppose d is a metric on a space A1, and we define db by db(x, y) = 

min(d(x, y), 1). Then db is a metric on 11;1. 
Proof. We must check the three conditions for a metric. Since db(x, y) is 

the minimum of nonnegative quantities it is nonnegative, and it can only 
equal zero if d(x, y) = 0, which implies x = y as needed. Also, db(x, y) = 
min(d(x, y), 1) = min(d(y, x), 1) = db(y, x) since d is a metric. For the 
third, we must show that for any x, y, and z, 

If either db(x, z) or db(z, y) is one, the inequality is obvious, so we turn 
to the case db(x, z) < 1 and db(z, y) < 1. Now d(x, y) ::; d(x, z) + d(z, y) 
since d is a metric. Then from this and our assumption, we have d(x, y) ::; 
db(x, z)+db(z, y). Combining this with db(x, y) ::; d(x, y), we have the result 
desired in this case as well. 

2.33: For any n 2: 1, the sequence n, n, n - 1, n - 1, ... , 2, 2, 1, 1 is 
graphic. (See Exercise 1.92 for the needed definition.) 

Proof. It is clear that the sequence 1, 1 is graphic: just connect two 
vertices by an edge. Suppose that for all j less than or equal to n, the 
sequence j, j, j - 1, j - 1, ... , 2, 2, 1, 1 is graphic; we must show that 
n + 1, n + 1, n, n, n - 1, n - 1, ... , 2, 2, 1, 1 is graphic. Since n - 1, 
n - 1, ... , 2, 2, 1, 1 is graphic, there exists some graph G for which it is 
the degree sequence. We shall construct the desired graph H by adjoining 
some vertices and edges to G. Collect the vertices of G into two subsets A 
and B, each of which has one vertex of degree n - 1, one of degree n - 2, 
and so on down to 1. We add 4 vertices to G to produce H. Add vertices 
Xl and Yl. Add two more vertices Xl and Y1 ; connect by edges Xl to every 
vertex in A and to Xl, YI to every vertex in B and to YI; and put an edge 
between Xl and YI . It is easy to check that the resulting graph has the 
required degree sequence. 

2.34: Definition: for x a real number, we define Ixl by Ixl = x if x 2: 0 and 
Ixl = -x if x < o. Prove that for any x, I - xl = Ixl. 
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Proof. If x = 0 the result is trivial. If x > 0, then -x < 0, so by definition 
I - xl = -( -x) = x = Ix/. If x < 0, then -x > 0, and I - xl = -x = Ixl 
again by definition. 

2.35: Suppose L is a collection of n straight lines in the plane, no two 
parallel and with n 2'" 2, and such that no more than two lines meet at any 
point. Then there are n( n - 1) /2 points of intersection of the lines in L. 

Proof. It is trivial to verify the formula for n = 2. Suppose the formula 
holds for some k > 2. To show it holds for k + 1, remove one line from 
the collection. It is trivial to verify that what remains is a collection of k 
lines, no two parallel, and such that no more than two lines meet at any 
point. By hypothesis, then, there are k(k - 1) /2 points of intersection of 
this smaller collection of lines. Now reintroduce the deleted line. Since it is 
parallel to none of the k others, it has k points of intersection with them, 
and none of these has already been counted since in that case there would 
be a point on three lines, disallowed. So there are k(k - 1)/2 + k points of 
intersection, and a little algebra completes the result. 

2.36: Suppose AI is a metric space with metric p. Suppose A is a dense 
subset of Band B is a dense subset of C. Show that A is a dense subset 
of C. 

Proof. \Ve use the definition: recall that X is a dense subset of Y if for 
every y E Y and every E > 0 there exists x E X so that p(x, y) < E. 

Therefore we must show that for every point c of C and every E > ° there 
exists a point a of A such that p(a, c) < E. SO let c and E > ° be arbitrary. 
Since B is dense in C, using the definition applied to c and E/2 there exists 
bE B such that p(b, c) < E/2. And since A is dense in B, using the definition 
applied to band E/2 there exists a in A so that p(a, b) < E/2. It is then 
easy by the triangle inequality to deduce that p(a, c) < E, so a is the point 
desired. Since c was arbitrary in C and E > ° was arbitrary, we are done. 

2.37: Prove that in any group G, (a * b)-1 = b- 1 * a-I. 
Proof. Observe that (a * b) * (b- 1 * a-I) = e by an easy application of 

associativity. Therefore b- 1 * a-I is an inverse of a * b. Since inverses are 
unique, it must be "the" inverse (a * b)-I. 
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2.5 The Other Shoe, and Propaganda 

Why the sad face? Well, we've finally run smack into "quantifiers," what
ever they are. 21 Because of lack of correct quantification, the above de
scription of proof by induction is nonsense if taken literally and vague at 
exactly the important point if taken figuratively. Further, in the proofs in 
the preceding exercises there was a lot of quantification going on, cued and 
uncued, which you may have missed entirely. Surely if the structure of the 
proofs you observed didn't include some quantification, there was a whole 
layer of things you didn't see. So a discussion of quantification is the next 
order of business. 

It may prove surprising that the discussion will be the next chapter and 
not just another section, and also that the discussion will be much more 
formal than that we've just finished. You are hereby given fair warning that 
this is the author's decision. What follows is the reason for that decision. 

The proof structures so far discussed (with the exception of induction) 
are familiar both from mathematics and from ordinary argument. Their 
cuing needs to be learned, and, of course, choosing a proof form during dis
covery is genuinely hard, but the structures themselves are not so difficult. 
In particular, they are probably learned or half-learned by observation and 
osmosis from past mathematics classes, high school geometry in particular 
(audience assumption!) On the other hand, proofs involving quantification, 
while not necessarily harder, are for many students much less familiar or 
completely unfamiliar. While quantification has always been there in math
ematics, it is often handled in ways transparent to the student, particularly 
in high school and even continuing into calculus. One may well survive 
mathematics until about the sophomore year in college without ever hav
ing to worry about quantification. Further, nonmathematical arguments 

21Quite genuinely, because the author could figure out no way to stall any 
longer. 
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don't often need care in quantification or, often, need quantification at all. 
The author therefore believes, and experience seems to corroborate this be
lief, that the attempt to teach proofs involving quantification by providing 
teacher models and hoping for adequate student imitation is doomed to 
failure for many 07' most students. Fortunately or unfortunately, though, 
it is impossible to flourish and difficult to survive in abstract upper-level 
college mathematics without being able to handle these structures. In the 
next chapt.er we turn therefore to an explicit, and substantially more for
mal, discussion of this level of proof structure. 



3 
Formal Language and Proof 

3.1 Propaganda 

We finally turn our attention to quantifiers, which we will discuss at rather 
a formal level. But the use of quantifiers and proofs involving them is part 
of the larger discussion about why mathematical proofs are hard to read 
or write. The reason is that mathematical proofs (at least those written 
in paragraph form) are written in a mixture of two languages. The last 
chapter was all about the first language, which is essentially bits of ordinary 
English borrowed to produce the paragraph; frequently this part of the 
language serves to indicate the structure of the proof. But the structure of 
the proof is dictated by the second language, which is pieces of formal logic 
borrowed and adapted for mathematics. l A good deal of the difficulty with 
writing mathematics is that most people don't know the formal language 
of mathematical logic, and so have to pick up the borrowed parts bit by 
bit. It's a little as if you were trying to learn how to write in a mixture 
of French and Spanish, and, while you were fluent in French, all you knew 
about Spanish was the bits you had seen other people write in the mixture, 
but people expected you to write as if you were fluent in Spanish as well. 

One solution would be simply to take a course in mathematical logic, 
but that's a large investment in time, and most mathematicians don't do 
it. What we will do here is to try to give you enough grounding in logic 

11£ you think about it, the discussion of proof structures in Section 2.3 was 
really about the easy part of this formal language. 
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so that you can work with quantifiers in proofs. Along the way we will see 
some overlap of rnathematicallogic (the formal language ) with the informal 
and be able to state precisely some things we rather talked around in the 
previous chapter. The goal is not to make you a mathematical logician; the 
goal is to make you con~fortable enough with quantifiers. 

\Vhy does anyone bother with formal logical language anyway? It has 
numerous disadvantages: it is very formal, with tightly prescribed rules of 
grammar and manipulation. It is quite limited, with a rather small vocab
ulary. The things it can talk about form a very small part of the possihle 
objects of human thought and so it is nowhere near as rich as a natural 
language such as English, Japanese, or Rausa (you can't. for example, talk 
about poetry, love, or the weather). But the payoff for the restrictions and 
high degree of structure is great efficiency (a mathematical sentence may 
take pages of English to translate) and great precision (lack of ambiguity). 
That precision is really required to do mathematics. 

\Vith this goillg for it. why is formal Illathematical language feared and 
loathed by so Illany students, particularly those who are having to grapple 
with writing proofs? The flip side of "efficient" is "intimidating, densely 
written, and hard to read": the tightly prescribed "rules" are easy to violate, 
which makes it hard to write. 2 The language of mathematics just doesn't 
seem very user-friendly, and, since you get to see only its "bits and pieces," 
nobody gives you a fair chance to learn it in the first place. 

The above negatives are partly true, but the requirement for precision 
overrides them. The goal of this chapter therefore is. first, to give you a fair 
chance to learn formal mathematical language and, second, to convince you 
that a sensitivity to its use can make your life as a prover of mathematics 
much easier. In particular. the ,,'ay it is written can help you discover 
proofs, if only you learn the clues hidden in the writing. 

Let's give an example of how sensitivity to formal structure is useful. 
Consider the following: 

5 = 4 <> 5 + .(+::::: 0' =. 

You see instantly that this mish-mash makes no sense for "grammatical" 
or "structural" reasons. The problem isn't the meaning of the symbols 
("5" still means what it always does), it is that they aren't put together 
correctly. For a more positive example, consider the following incomplete 
expression: 

f(.T) = a17x17 + (116;1: 16 + ... 
which you are indeed likely to think incomplete. \Vhat might come after 
the ... ? Lots of things might, but you ullconsciously rule out many others. 
Your familiarity with the language of mathematics gives you an expectation 

2Thcrc's always a professor waiting to pounce on the slightest error as if it 
had carthshaking consequences. 
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of what might come next, and that expectation is likely to be helpful. (Sup
pose that thing after the ... was limx --->14.53 x 2 . Would you be surprised? 
Hope so!) The next sections are to raise your awareness of other linguistic 
structures in more advanced mathematics and point out the benefits of 
such awareness. 

3.2 Formal Language: Basics 

We begin with a brief discussion of the basics of symbolic logic. Since this 
isn't a text on logic, we will indeed be sketchy and as informal as possible. 
The aim is to give you the sort of rough and ready understanding of these 
matters working mathematicians use in proving things, not the precise and 
formal system a logician might desire. 

Recall that the basic building block of logic is the statement: a sentence 
either true or false. These are frequently abbreviated by single letters, so 'P' 
might stand for "It is raining." Recall also the connectives that allow one to 
build compound statements: 'and,' 'or,' 'not,' (denoted -,) and 'implication' 
(denoted *). For each assignment of true or false to statements used in a 
compound statement, the compound statement has a resulting assignment 
of true or false. For example, if 'P' is assigned true then '-,p' is assigned 
false, and if 'P' is assigned false then '-,p' is assigned true. For the more 
complicated compound statements, things are most easily summarized in 
truth tables, the basic ones shown below: 

P Q 
T T 
T F 
F T 
F F 

PandQ 
T 
F 
F 
F 

P Q 
T T 
T F 
F T 
F F 

Por Q 
T 
T 
T 
F 

P Q 
T T 
T F 
F T 
F F 

T 
F 
T 
T 

Let us call attention to the table for *, which has the surprising feature 
that if the first term is assigned false, the statement of implication is auto
matically assigned true. Also, the truth table for 'or' indicates that this is 
the inclusive "or," in which we agree to call the compound 'P or Q' true 
even if both P and Q are true. Frequently in ordinary English we have in 
mind the exclusive 'or': I'll go to the movies or I'll go to the beach. If I do 
both, you might say I lied; in mathematics we agree to allow that. 

We mentioned in a previous section, but stress again, that these assign
ments of true or false to compound statements are completely mechanical 
(based on the truth values of the components and the truth tables that give 
the rules), and have nothing to do with the meanings of the components or 
whether the compound statement is sensible in ordinary terms. For exam
ple, "It is snowing and grass is green" is true if it is in fact snowing. Well, 
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that's not too bad, but it is hard to swallow that "dolphins eat sausage 
implies the sky is blue" is true, but it is (check the truth table, and some 
sky in your neighborhood). Since logic was developed as a way to "reason 
mechanically," the labels "true" and "false" are helpful when we want to 
use logic to reason with. But from a more formal point of view, the words 
"true" and "false" are misleading, since they make us think of ordinary 
truth and falsehood: all of logic could do as well on formal grounds if we 
used the labels 'A' and 'B' instead. \Ve won't get this formal but warn you 
to distrust your intuition a little. 

In reading and writing compound statements one must either use a great 
many parentheses or have some notational conventions. We'll simply have 
forests of parentheses if required. 

Recall that some statements, such as 'P or ,P,' are always true, indepen
dent of the truth assignment to 'P'; such a statement is called a tautology. 
Check that : P or ,P' is a tautology by a truth table, just for practice: 

3.1: 

P ,P P or ,P 
T F 
F T 

Some pain.; of statements are either both true together or both false 
together under any possible assignment of true and false to their component 
statements. For example, 

P and (Q or R) and (P and Q) or (P and R) 

form such a pair. Such a pair of statements is called equivalent, and it is 
frequently necessary in a proof to exchange one statement for an equivalent 
one. Check that the above statements are indeed equivalent, by means of 
a truth table. 

3.2: 

How do you prove things in this system'! Well, we first have to decide what 
a proof is, and we'll take a proof to be a list of statements, the last of which 
is the conclusion desired. We will sometimes include justifications for the 
statements, yielding something like this: 

1. Statement 1 Reason 1 
2. Statement 2 Reason 2 

\Vhat may these statements be? \Ve allow assumptions, steps inferred from 
previous steps, tautologies, axioms, definitions, and previously proved the-
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orems. It is worth noting that the proof is the list of statements; the "rea
sons" are a commentary on the proof (although this commentary is often 
the only thing that makes the proof readable). In particular, we signal the 
use of a deduction form (a logic professor would say inference scheme) to 
infer one step from another by listing it beside the conclusion derived from 
it. 

The item least clear in the list of allowed things is "steps inferred from 
previous steps," since we haven't said what constitutes a valid deduction 
form. But surely we know one legal inference: if steps nand n + 1 are 
justified, then so is step n + 2: 

n. P 
n+1. P=?Q 
n + 2. Q steps n, n + 1, M.P. 

If you were allowed to know only one legal pattern of deduction, this 
would be the one; it is called modus ponens, hence the "M.P."3 Another 
reasonably common one (called modus tollens) is as follows: 

n. P =? Q 
n + 1. -,Q 
n + 2. -,p steps n, n + 1, M.T. 

This really may be reduced to modus ponens by citing a tautology, and 
we'll see an example of a proof in the process: 

n. P =? Q Hypothesis 
n + 1. -,Q Hypothesis 
n + 2. (P =? Q) {? (-,Q =? -,P) Tautology 
n + 3. ((P =? Q) =? (-,Q =? -,P)) and 

((-,Q =? -,P) =? (P =? Q)) 
n + 4. (P =? Q) =? (-,Q =? -,P) 
n+5. -,Q=?-,p 
n+6. -,p 

Def. {? 

and 
n+ 1, n+4, M.P. 
steps n + 1, n + 5, M.P. 

Notice that in line n + 4 we used a deduction form to deduce 'A' from 
'A and B.' Also we used {?, which is defined by 'P {? Q' means 'P =? Q 
and Q =? P.' 

We will turn soon to another common form of proof, but we need some 
notation first. It is common to have to prove results of the form 'P =? Q,' 
and these may be intermediate results in a long proof. A useful form is as 
follows (note that this is the direct approach to the proof as in Section 2.3, 
and also that this is a form for the proof (that is, a proof form), not the 
use (that is, not a deduction form for the use), of an implication): 

3Note that this is the use of implication, not the proof of an implication. 
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[ 
n. 

m. 

m+1. 

P Assumption 

Q 
P =? Q steps n, m, direct proof 

Presumably step m 'Q' rests in some more or less complex way on the 
assumption n of 'P,' the original hypotheses of the problem, and so on. We 
enclose steps n through m in a bracket because their later use is risky; step 
n + 1, for example, may depend upon step n. If we use it later we must 
reassume 'P,' but that may not be obvious. It is helpful to view steps n 
through m as a subproof of 'P =? Q,' with the bracket a visual reminder 
that these steps are unavailable for later use. 

With this notation in hand, we may discuss the correct form for an 
argument by cases; this is just the formalization of what was discussed as 
"common sense" in Section 2.4.1. For example, suppose we desire to prove 
'(P or Q) =? R' (a natural-language example might be, "if it rains or snows 
tomorrow I'll carry my umbrella"). Consider one more time how you would 
prove this; natural-language arguments provide a reliable guide. 

3.3: 

Isn't it clear that the form of the proof will be 

[:" : Assumption 

k + 1 P =? R j, k, direct proof 

[~" : Assumption 

n + 1 Q =? R m, n, direct proof 
n + 2 (P or Q) =? R k + 1, n + 1, Pf. by cases 

(Of course we proved each of the subimplications directly. What would it 
look like if the first were by, say, contradiction?) Consider how this would 
be useful for arguments involving a union of two sets; elements of that 
union will surely be in one set or the other. 

3.4: 
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3.2.1 Exercises 

3.5: Give the formal versions of the two other proof forms for 'P =? Q' 
discussed informally in Section 2.3. 

3.6: We stated before that 'P =? Q' is true exactly when ',Q =? ,P' is 
true (on this we based the proofform for "proof by contraposition." ) Show, 
using truth tables, that this was correct and the two are equivalent. 

3.7: It is useful to be able to exchange the negations of some compound 
statements for equivalent compound statements. Check via truth tables 
that ',(P or Q)' is equivalent to o(,P) and (,Q),' ',(P and Q)' is equiv
alent to '(,P) or (,Q),' and that ',(P =? Q)' is equivalent to 'P and 'Q.' 
Check also that 'P =? Q' is equivalent to ',p or Q'. Having checked these, 
remember them! 

3.8: Make a list of deduction forms whose formal versions we have accu
mulated so far. Pad it out with ones that seem as if they must be right, 
even though we haven't used them. 

The above exercises should make it clear that this section hasn't really 
been anything new. IF this were all there is to formal mathematical lan
guage, we could have done things informally as in the previous chapter, 
because your instincts based on ordinary experience are all correct. But we 
haven't yet done quantifiers; what we have really covered is "quantifier free 
logic," whose name is really the predicate calculus. What we've really done 
here is build a formal structure onto which we can add "quantified logic" 
(the propositional calculus) in an organized way. 

Important! Read Me! 

It may help, for what's coming next, to note that for each connective 
(,and,' 'implies,' ... ) we have both a deduction form to use, in proofs, 
statements with that form, and a proof form (or forms) we might use to 
prove such a statement. For an easy example, if we are given the statement 
'P and Q,' it is no surprise that we can use this in a proof either to get to 
'Q' or to get to 'P,' if we want to. Also, if we are asked to prove a statement 
whose form is 'P and Q,' we expect to first get 'P' (somehow) and then 
'Q' (somehow) and our proof form then says we have proved what we want. 
For each new thing quantifiers let us build, we will have exactly the same 
pair of forms, one to use, one to prove. 

3.3 Quantifiers 

Hang on. Here we go. 
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3.3.1 Statement FOTms 

Statements such as "the set (0,1) is open" and "the square function is con
tinuous" will be common in your study of mathematics. These are state
ments and could be squeezed into what we've mentioned so far, but it would 
he exceedingly cumbersome to use S for "the square function is continu
ous." C for "the cube function is continuous," and so on. 1\luch more handy 
is the use of variables and statement forms. For example, let f be a variable 
understood to range over the set of real-valued functions, and let C(J) be 
the statement form "f is continuous." This is clearly a handy notation for 
many assertions about the continuity of numerical functions. 

The object C(.f) is a statement form and not a statement because C(.f) 
is neither t.rue nor false. One way to phrase this is to say that "f" in "C(J)" 
acts as a pronoull, so C(J) might be translated as "it is continuous." One 
way to get statements from statement forms is a" follows: if we let "s" stand 
for the square function, C(8) is a statement (it happens to be a true one, 
but what '" important is that it is a real statement). If we let "t" stand for 
t he function defined by 

{ 
l. 

t(x) = 0, 
-l. 

.1' > 0, 
X = 0, 
x < O. 

C(t) is also a statement. 4 It is natural to say that 8 "atisfies the condition 
C (or has the IT.QI&Ity C) if C( s) is true. 

Pause for Breath 

The word "condition" might ring a belL since we used it informally earlier. 
Review the beginning of Section l.3, and see that we finally have the for
malization of that idea. Abo, you should look at Exercise l.12, in which we 
discussed building sets by a "condition." We can now say precisely what we 
fudged a little there: one way to build a set, via this set builder notation, is 
to form {.r : C(:r)} where C is a condition, that is, statement form. (Some 
retreat from thi" is needed to keep me from getting letter bombs from the 
logicians. This way to build sets, as stated, is too freewheeling. There are 
subtle logical problems that require subtle solutions; you'll never run into 
them, I'll bet. But if your curiosity can't be contained, go read about Rus
sell's Paradox in Lab III, Section 4.3.) Take a little time to get used to this 
precise formulation of "condition." 

40bject.s such as oS and t are sometimes called con8tant8. This does Ilot mean 
that they are the constant functioIl. The idea is that f varies over the class 
of fUllctions (that is, is a variable whose allowed values come from the class of 
functions), and oS and t and sin do not so vary, but stand for specific elements of 
that class. 
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3.9: 

End Pause 

Statement forms may be more complex. Exercise your ingenuity by con
structing a statement form appropriate for discussing the continuity of a 
numerical function at a single point. 

3.10: 

It is a small step to conditions such as I (j, Xl, X2), where this is notation 
for the statement form "f(xd > f(X2)." The objects the variables range 
over have been left implicit, as happens frequently. 

Finally, it is worth noting that you have seen lots of statement forms 
before, although you didn't think of them that way. Every equation (e.g., 
X2 + 2x + 1 = 0) is a statement form; insert any appropriate value for the 
variable, and you get a statement either true or false. We usually think of 
an equation as something to be solved, but it is really a statement form. In
deed, the "solution" of an equation is often the replacement of the equation 
by some other equation that is equivalent to the original (i.e., the values 
that make one true make the other true, and vice versa), but for which it 
is simpler to read off the values making it true. For example, the statement 
form above is equivalent to (x + 1)2 = 0, from which it is easier to read 
off that x = -1 is the only value of the variable making the form true. 
Much of algebra is a list of rules showing what you may do to a statement 
form that is an equation to transform it to an equivalent one in this way 
(such as multiply both sides by a nonzero constant). A word to the wise is 
sufficient, but you might think about inequalities. 

3.3.2 Exercises 

Formulate appropriate notation to express the following assertions effi
ciently; express them. 

3.11: The graph is connected. How is this different from "the complete 
graph on four vertices is connected"? Express both. 

3.12: The group G is Abelian. 

3.13: The relation R is symmetric and reflexive but not transitive. 

3.14: If the square function is differentiable at the point 2, then it is con
tinuous at 2. 
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3.15: If the square function is continuous at the point 2, then it is differ
entiable at 2. 

3.16: The square function is both differentiable and continuous at 2. 

3.17: If a relation R is an injective function then R- 1 is an injective func
tion. Please make "injective" and "function" separate conditions on the 
basic object a relation. 

3.3.3 Quantified Statement Forms 

\Ve are still missing one piece of logic necessary for mathematics, namely 
quantifiers. Memories of calculus may have reminded you that the (true) 
statement in Exercise 3.14 above is but a tiny bit of a more general fact: for 
all functions f, if f is differentiable at 2, then f is continuous at 2. Using 
D (f, x) and C (f, x) for the obvious statement forms, we symbolize this by 

Vf(D(f,2) =? C(f,2)). 

Note that this is a statement and not. just a statement form. We thus have 
a way to generate statements from statement forms using the universal 
quantifier "V" (read "for all" or " for every" or "for each" or "for any," 
whichever sounds best). 

The other quantifier needed is the existential quantifier "3" (read "there 
exists" or "there is"). Recall that I(f,Xl,X2) was used to denote "f(Xl) > 
f(X2)." Then 

V f(I(f, 3, 4)) 

is clearly false. But there is a (that is, there exists a) function f for which 
f(3) > f(4), so 

3f(I(f, 3, 4)) 

is true. One place to see how this quantifier might be needed is the l\Iean 
Value Theorem, where the point "e" from an earlier discussion calls for it. 

Expressions are read from left to right, and in the presence of quantifi
cation the order may matter. Consider the expressions 

V.dy(y> :r) 

and 
3yVx(y > x) 

with understood domain the real numbers. The first is true, while the 
second is false. Translations of these into English 

3.18: 
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show that informally the first says that for any number there is a larger 
number, while the second says that there is a (certain, fixed) number larger 
than any other. We will discuss these things further when we cover proofs, 
but in the first expression you may vary y to accommodate various x, while 
in the second you must get a single y and try to use it for all x. 

Finally, some everyday examples should convince you that the negation 
of quantifiers yields reasonable equivalent expressions: 

,(Vx(P(x)) is equivalent to 

and 

,3x(P(x)) is equivalent to 

Construct some English sentences to convince yourself of this. 

3.19: 

The negation of long strings of quantifiers is tedious but not difficult if you 
just work your way in one level at a time: 

,(Vx(3y(V z(Vw(3v( stuff)))))) 

is equivalent to 

3x( ,(3y(V z(Vw(3v( stuff)))))), 

which is equivalent to 

3x(Vy( ,(V z(Vw(3v( stuff)))))), 

which is equivalent to 

3.20: 

What follows is a very small collection of exercises concerning the mechanics 
of quantifiers. If this is less than you need, do something active about it 
(consult a text on introductory logic, make up some for yourself, exchange 
some constructed problems with your classmates). 

3.3.4 Exercises 

Formulate the following expressions in the language of logical symbols. 

3.21: There exists a point c such that c2 = 17. 
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3.22: There exists a point c such that l' ( c) = O. 

3.23: For every f, f(2) is an element of (0,1) and 1'(2) i- O. 

3.24: There exiHts c in (0,1) such that 1"(c) = O. 

3.25: There exists c in (0,1) such that for all x, f(c) > f(x). (This is 
beginning to get hard.) 

3.26: Every group has an identity element. 

3.27: Every graph has two vertices with the same degree. (Recall that the 
degree of a vertex is the number of edges attached to the vertex.) 

3.28: There exists a group of order three. Use G(x) for the condition "x is 
a group" and 03( x) for the condition of having order three (whatever that 
means). 

3.29: Translate the following definitions into appropriate notation. 
a) A function f is continuous if it is continuous at each point in its domain. 
b) A function f is continuous on the set S if it is continuous at each point 
of S. 

3.30: l'\egate the following. 
a) The sum of the degrees of the vertices of any graph is even. 
b) Every basis for R 3 has 3 elements. 
c) There exists a matrix with no inverse. 

3.31: Negate the following. 
a) lix(x E A or x E B). 
b) :lr(x tI. A and ;1: tI. B). 
c) 3y(y E C or y ED). 
el) lix(:r E A =? :r E B). 
e) 1i.1:(:1: E A =? x tI. B). 
f) liyey E B =? 3x(x E A and y = f(x))). 
g) li.rj.x2(f(.rj) = f(;1:2) =? Xl = X2)' 
h) (Ii:rl, x2(g(f(J:d) = g(f(X2)) =? Xl = X2)) =? (liz1, z2(f(zIl = f(Z2) =? 

Z1 = Z2))' 

3.32: Negate the following statement form: 

lif(f > 0 =} (36(6> 0 and (lix(lx - al < 6 =? If(x) - f(a)1 < E)))). 

The results of Exercise 3.7 may be useful. 

8.8.5 TheoTt:-m Statements 

\Ve may take the first step in showing the usefulness of mathematical lan
guage ill your life by laying out clearly the structure of some theorems, 
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without consideration of their meaning. We use as always the Mean Value 
Theorem as our first example. To do anything with it, you have to have 
the statement in front of you. Write it down. 

3.33: 

The place to start the dissection is to figure out the overall form of the 
thing. What is it, at a symbolic level? 'P and Q'? 'R or S'? 'Vv(P(v) =} 

(R(v) or S(v)))'? 

3.34: 

It is impossible to continue the discussion without an agreement that the 
Mean Value Theorem is basically a implication: " if (stuff) then (other 
stuff)." As we discussed informally before in Chapter 1 there is the condi
tion of the hypothesis, the condition of the conclusion, and the guarantee 
given by the theorem. 5 The conclusion is a fairly simple existence claim: 
there is a number c with two properties, namely that it is in a certain in
terval and that it satisfies a certain equation in f, 1', a, and b. As part of 
the hypotheses we are told that f is continuous on [a, b] and differentiable 
on (a, b). (There are also some implicit hypotheses: a and b are clearly in
tended to be real numbers with a < b, f is a real-valued function, and so 
on.) 

Somewhat more sensitivity to language and custom or familiarity with 
theorems might tell you we have cheated a little in the above description. 
This is really a theorem about any function f and pair of numbers a and b 
that satisfy the hypothesis. Thus there are really several universal quanti
fiers implicit in the statement of the theorem: Vf, Va, Vb. Note that these 
quantifiers have to be there. A theorem must be a statement (in fact, a 
true one!) and without the quantifiers all we have is a statement form. 

We need some notation for the various conditions (that is, statement 
forms): CU, S) seems reasonable for "f continuous on the set S," and 
there's a similar notation for differentiability. We might use L(x, y, z) for 
"x is in the interval (y,z)" and E(x,y,z,g) for 

g'(z) = g(y) - g(x). 
y-x 

With these in hand, give the statement of the theorem in symbolic form. 

5The theorem really says that a certain implication is true. Consideration of 
the truth table for implication shows that, given that the implication is true, we 
do indeed have what Was described a8 a guarantee before, namely that if the 
hypothesis holds then the conclusion must also. 
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3.35: 

WARNING: we omitted a needed notation and you may have omitted a 
hypothesis. Have you elli:iUred b > a? 

3.36: 

This problem is a hard one, since the Mean Value Theorem is complex. 
If the going is still tough, realize that the form of the MVT is, like that 
of many theorems, a universally quantified implication. The hypothesis 
has three terms, and the conclusion two; the conclusion is existentially 
quantified. It may help to do things first in English before grappling with 
L(x, y, z) and similar messes. 

3.37: 

You can always write the hypothesis in the form H(f, a, b) and the conclu
sion in the form :3z(E(a, b, j, z)), set up the theorem using these building 
blocks, and then work on each of them separately. 

3.38: 

This may seem like a lot of work for one theorem, but the breakdown of 
the MVT into pieces, and the understanding of the structure of the whole, 
is really useful. We have an implication with hypotheses, conclusion, and 
quantifications neatly displayed. We are now in a position to examine the 
relationship between the hypotheses. We can, as in Chapter 1, use this 
dissection to guide our creation of examples. We can take a hypothesis off 
in a corner and play with it separately or recall what it means in isolation.6 

3.3.6 Exercises 

Write the following in symbolic form after developing appropriate notation. 

3.39: If a set 5 satisfying 5 C;;; R is open, then the set R - 5 is closed. 

3.40: If a group has prime order, then it is simple. 

6Rarely will you read a theorem for the first time with all its components fresh 
and clear in your mind. We are after the ability to make the theorem "fall apart" 
so you can deal with trouble spots individually. 
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3.41: If the sequence (Xn)~=i converges to L, then it is Cauchy. 

3.42: If the sequence (Xn)~=i is Cauchy, then it converges to some limit. 

3.43: If f is continuous on [a, b], f(a) > 0, and f(b) < 0, there exists c in 
(a, b) such that f(c) = 0. 

3.44: Suppose f is a function continuous on [a, bj. Then f has a maximum 
point; that is, there is some c in [a, bj such that f(c) 2: f(x) for all x in 
[a,bj. 

3.45: If {Vi, ... , vn } is a linearly dependent set of vectors, then for any w, 
{ Vi, ... , Vn , w} is linearly dependent. 

3.46: Every tree with more than one vertex has at least two end vertices. 
[It may help to note that a "tree" is a special kind of graph, one with the 
condition of "treeness," whatever that may be. Recall also that the vertex 
set of a graph G is denoted V ( G).j 

3.47: Every nontrivial graph has at least two vertices that are not cut 
vertices. (A nontrivial graph is one with more than one vertex.) 

3.48: First we need a definition: a perfect pairing of a graph G is a collection 
C of ordered pairs of V (G) such that each vertex occurs in exactly one of 
the pairs and for each pair (Vi, V2) in C the edge (Vi, V2) is in E (G). (You 
should start by expressing this in symbolic language.) Here's the theorem: 
every graph on 2n vertices such that each vertex has degree n or greater 
has a perfect pairing. 

It should be clear after these exercises that the most formal logical lan
guage can impede understanding. The phrase "f is continuous on [a, bj" 
is much clearer than "CU, [a, b])" with its accompanying definition, and 
nobody really wants to say "L(x, y, z)" when you could say "x is in the 
interval (y, z)," let alone "x E (y, z)." Many times the equation, inequal
ity, set containment, or whatever is good enough all by itself. For other 
things (like continuity, which is none of the above), in real life we use an 
informal mixture of English and logical symbols. (The accepted mixture 
is a matter of accepted custom, and its rules are to be learned only by 
experience. There are some purists who desire either one or the other, and 
who have lost the fight at least in common practice.) The formal version is 
much easier to learn and will be useful again when we consider legal steps 
in proofs. 

3.3.7 Pause: Meaning, a Plea, and Practice 

We will turn shortly to how quantified statements are used in proofs and 
how one proves them. But before we do, we'll slip in some propaganda in the 
guise of practice with quantifiers. On our list of admissible steps in a proof 
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from Section 3.2 you may have viewed "definitions" as a comparatively 
friendly and familiar item. We call to your attention the observed fact that 
students underuse drastically this resource in proofs. (The plea part of the 
title of this section should now be clear.) In sifting through the hypotheses 
of a theorem one almost invariably arrives at a statement or statement 
form that is not compound (not 'P and Q,' 'P or Q,' ... ) and thus has no 
obvious subdivision. For example, what can be done with "i is continuous 
on [a, b]" or "G is a group" or "G is a tree" or "(fi)~l converges uniformly 
to i," say? 

The thing to realize is that each of these has a definition. Each of these 
means something. 7 You may exchange for the hypothesis what it means, 
so "i is continuous on [a, b]" means ''lix(x E [a, b] '* i is continuous at 
x),' and so on. These equivalent statements or statement forms give you 
something new to work with. If faced with the word "tergiversation" in 
a sentence you may well have to look it up and replace it with what it 
means (who wouldn't?) and frequently the same thing is useful in a proof. 
To understand a proof you have to be aware this is what's going on; to do 
a proof (soon, soon) you need to do it at the right time. 

If you did the exercise in the last chapter on the definition of "continuous 
at a point" you are well prepared to apply this exchange to that definition. 
First of all, you probably know the definition; write it down. 

3.49: 

Second, if you are faced with the problem "Prove: i continuous at a 
implies a E domain(f)" you are prepared to replace i continuous at a with 
the equivalent but more useful "i has the properties 

l. ... , 

2 . ... , and 

3. " 

one of which turns out to be exactly what you need. 8 Done. This exchange 
of the shorthand "i continuous at a" for what it means gives you things 
to work with (although in this example not much more work is needed). 

For another example, let's return to the Mean Value Theorem. Earlier 
in this chapter we had concluded (with i, a, and b quantified and in place) 
that the structure of the theorem was '(G(f, [a,b]) and D(f, (a, b)) and 
a < b) '* :lc(L(c, a, b) and E(c, a, b, f)).' When we used the MVT in the 

7Whether what it means is right on the tip of your tongue isn't the point. You 
might have to look up or recall something, but there is a definition lurking. 

8If you understand the definition of domain(f). Here we do it again. 
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Chapter 1 as a testing ground for the process of constructing examples, 
we used a different version. The passage from one version to another is 
really an exercise in meaning (we emphasize that this exercise is really 
only possible now that the structure of the theorem is laid out). 

We may exchange "I continuous on the set [a, bj" for 'Vx(x E [a, bj =} 1 
is continuous at x)' and "I differentiable on the set (a, b)" for 'Vx(x E 

(a, b) =} 1 is differentiable at x).' Observe that the x of the world fall into 
two categories, those in both [a, bj and (a, b), and those in (a, b) but not 
[a, bj.9 Something is a bit curious: for the x = a and x = b, we have only 
one piece of information about the behavior of I. For all of the x's in (a, b) 
and hence in both sets, we appear to have two pieces of information. What 
are they? 

3.50: 

Some memory of a fact from calculus ought to intervene to tell you that if 
1 is differentiable at x it is automatically ... what? 

3.51: 

Therefore the continuity information given on the interval (a, b) is redun
dant, and we may assemble an equivalent pair of hypotheses as 

1. Vx( x E (a, b) =} 1 differentiable at x), and 

2. 1 is continuous at a and b. 

This pair (exchanging 1 for the shorthand of the definition) is what we used 
in the last chapter. 

Such insertion of the meaning of conditions (that is, definitions) is a 
powerful tool, to be neglected at your peril. For a final example, we may 
turn to a mathematician's favorite, the works of Lewis Carroll. 10 In Through 
the Looking Glass, and What Alice Found There ([3]) we are presented with 
the word "slithy," and are stuck because we don't know what it means. 
When informed (by Humpty Dumpty) that it means "lithe and slimy," 
we may proceed. Many of the objects of mathematical discourse are such 
"portmanteau" words, and must be understood in the same way. 

9 All right, there are those other :r: in a third category, namely in neither [a, b] 
nor (a, b). For such an x, the hypothesis of each of the implications constituting 
the definition is false, so the implication itself will be true whether its conclusion 
is true or false. About such x we therefore can't get any information about f's 
behavior at x. 

10 "Lewis Carroll" was a practicing mathematician. Among his works is Sym
bolic Logic written under his real name, Charles Lutwidge Dodgson. If you need 
some amusing practice in symbolic logic, browse through his works. 
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3.3.8 Matters of Proof: Quantifiers 

You are probably waiting for the other shoe to drop. You know (mathe
matical) life isn't the laying out of theorems in a neat logical form, but the 
proving of them. The more formally you lay them out, the more intimi
dating they look and the writing of formal proofs looks out of this world. 
We start by using the structure already set up; we discussed in Section 3.2 
what a proof was, and all we have to do is modify our definition to deal 
with quantifiers. Recall that we said that a proof was a list of assumptions, 
steps inferred from previous steps, tautologies, axioms, definitions, and pre
viously proved theorems, culminating in the conclusion we want to prove. 
To this list \\;e merely add statement forms, the special kind of statement 
that comes from quantifying a statement form, deduction forms for using 
them in proofs, and proof forms for proving them. 

''''e surely need such rules, since you can't do mathematics without them. 
Even to say a function f is continuous on a set S is really to invoke a univer
sal quantifier on the elements of S. Similarly, to prove some statement about 
all continuous fUllctions is to prove a universally quantified statement. The 
Mean Value Theorem has both universal and existential quantifiers. 

It is perhaps surprising, but should be encouraging, that most parts of 
many proofs are done at a levd not including quantifiers. An informal 
example from your past experience may show this: consider the proof that 
every triangle with two congruent angles has also two congruent sides. 
Prove this theorem. (Please - we need this example to work with.) 

3.52: 

The usual approach is to draw a triangle containing two congruent an
gles and proceed. Note that you by no means considered all triangles with 
two congruent angles (how many pictures did you draw, anyway?) but a 
"generic" one. You have always understood the proof for this "generic" rep
resentative of the class of triangles with two congruent angles was enough 
to prove the result. (Of course, you aren't allowed to behave as if the con
gruent angles each had measure 30°, since that member of the class of 
triangles with two congruent angles is no longer generic.) Observe that you 
dealt with an implicit universal quantifier, not by examining all triangles, 
but by proving the result for a "fixed but arbitrary" such triangle; the real 
work was done with that triangle. We will formalize this powerful argument 
scheme (proof form) in a bit. It's perfectly suited for proving theorems with 
universal quantifiers. 11 

11 If this sort of universal quantification were all, an informal discussion of quan
tifiers would be enough. This "pick a generic one and prove" is pretty harmless, 
but things get worse. 
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You probably also used in the proof a universally quantified theorem 
about similar triangles: if two triangles have ... then the two are simi
lar. Note that the general idea is that you may use this theorem on any 
appropriate pair of triangles of your choice, in particular the pair in your 
theorem. Here is an inference pattern (deduction form) clearly suited to 
the use of hypotheses or theorems with universal quantifiers. 

A little thought makes it clear that we need (at least) four procedures 
for dealing with quantifiers. We need two patterns of argument for proving 
results, one to be a form for proving results with universal quantifiers, 
one to be a form for proving results with existential quantifiers; that is, 
we need proof forms for the two types of quantified results. We also need 
two procedures for using universally quantified and existentially quantified 
results (that might, perhaps, appear in the hypothesis of what we are trying 
to prove); that is, we need deduction forms for the two types of quantified 
statements. We'll begin with the ways to use the two flavors of results. 

Universally Quantified Results: Use 

Suppose you have as a hypothesis 'Vx(P(x)).' What may you deduce ~ 
what can you get out of this? The answer is of course 'P(y),' where y is 
any object in the appropriate domain of the variable: 

1. Vx(P(x)) 
2. P(y) 

Hypothesis 
U.l. 

This argument scheme is Universal Instantiation, which we have already 
abbreviated to U.I. We will come later to matters of how to use the scheme 
effectively.12 The scheme itself is straightforward: if you know that all fe
male duck-billed platypi lay eggs, you may deduce that some particular 
duck-billed platypus named Raquel lays eggs. 

Cueing of U.1. 

Since U.l. is used to deduce something about a specific element from the 
universal, its use is a one-step event, so there are no beginning and ending 
cues. One might say something like "Therefore, applying the universal to 
y, ... " or "applying the hypothesis to y ... "; often the clue is that you are 
applying to some specific element. 

Existentially Quantified Results: Use 

Suppose you have as a hypothesis ':3x(P(x)).' What may be deduced? It is 
helpful to think of the scheme as a "naming" process. There is something 

12This is a very powerful tool, since you get to use it on any appropriate y. 
The skill in using it is picking a y, or sometimes the only y, for which knowing 
P(y) is useful. 
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out there with property P, so call it (something): 

1. 3x(P(x)) 
2. P(x*) 

Hypothesis 
E.I. 

Here E.I. stands for Existential Instantiation. We adopt here and will use 
for a while the convention of subscripting by * the names introduced by an 
application of E.I. 

This scheme requires more care than that for V.I. One (informal) way 
to say it is that the name introduced must be chosen so as not to conflict 
with other symbols already occurring in the proof. Suppose we have a proof 
containing the steps shown: 

n. G(f) 
n + 1. G(f) '* H(f) 
n + 2. H(f) n, n + 1, M.P. 

m. 3g( Q(g)) Hypothesis 

We are certainly allowed to give a name to an object having property Q, 
but in this proof, we'd better not choose the name f. To use f would be 
to assume that the object f, which we already have and are stuck with, is 
one of the objects (perhaps the only object) with property Q.13 The good 
notational habit of not using a symbol in two different ways is usually 
safeguard enough. Put simply, when you produce an object with some 
property by using E.I., give it a new name. 

Cueing of E.I. 

E.I. allows you to know that a certain object exists, and you almost always 
want to give a name to that object early in the proof so you can use it; 
again this is a one-step event. One might say "Let y* be the (whatever) 
whose existence we are given," or simply "Denote by y* the (whatever)." 
Observe that "let," "denote," and "set" now have a use besides setting 
up notation, which is to use E.I. and set the notation at the same time. 
WARNING: in ordinary English, "there exists" is the same as "there is," 
and the same is true here. But "there is" is a less clear cue to an existence 
statement, and more easily overlooked, so watch carefully for it. 

We turn next to schemes for proving statements with quantifiers. 

13you have a lottery ticket, and you know that somewhere there exists a win
ning lottery ticket. Is it safe to assume that yours is the one with the special 
property? No, alas. 
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Existentially Quantified Results: Proof 

How might one conclude ':lx(P(x))' (that is, prove there is something with 
property P)? A legal way, and in practice the only way, is to establish 
'P(y)' for some (specific) y. If I manage to exhibit a green pig with wings, 
you must admit that one exists: 

n. 
n+1. 

P(y) 
:lx(P(x)) E.G. 

Here E.G. stands for Existential Generalization. There is almost never any 
other way to prove a conclusion of this form; we will turn later to where 
to look for some such y. Since examples are always useful, we point out 
that the Mean Value Theorem, the Intermediate Value Theorem, and the 
Maximum Theorem (see 1.3.1, 1.4.1, and 1.8.3, respectively, although all 
are from first-term calculus) are all existence results. 

Cueing of E.G. 

Usually E.G. is cued in two places, beginning and end: it is kind to indicate 
to the reader that you plan to show something exists by producing it, 
and it's nice to remark at the end that you succeeded. Perhaps "We will 
construct the (something) needed ... " and "and so y is the (something) 
desired" are reasonable beginning and ending cues. 

Universally Quantified Results: Proof 

This proof form is the most subtle and probably most important. Let us 
start with a rule too freewheeling but with the right intuitive flavor. Fre
quently, for example, we wish to prove something of the form ''Ix(H(x) :::} 
J (x)).' (Think, for example, of the result you proved above about trian
gles.) Consider the following argument, where we have again adopted a 
subscripting convention: 

n. 
n+1. 

m. 
m+1. 
m+2. 

Xo 
H(xo) 

J(xo) 
H(xo) :::} J(xo) 
'Ix(H(x) :::} J(x)) 

Fixed but arbitrary 
Assumption 

n + I, m, direct proof 
n, m+ I, U.G. 

Here u.G. stands for Universal Generalization. 
Informally, we have chosen Xo a "fixed but arbitrary" object in the un

derstood domain, and since we wish to prove m + 1 (an implication) we 
assume H(xo) as usual. We then prove J(xo) as usual by some arguments 
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free of the universal quantification involving x. We then argue that since Xo 

was a generic object with property H, and for it we could deduce property 
J, and hence H(xo) =? J(xo), we may deduce line m + 2. Recall the proof 
you gave a while back about some triangle; this is exactly the formalization 
of that argument. Note that we have adopted a subscripting convention for 
Universal Generalization in which we subscript by "0" the arbitrary item(s) 
we are using for this proof form. 

The language surrounding the use of U.G. in mathematics written in 
paragraph form is, frankly, terrible. First, we said above that Xo was "fixed 
but arbitrary." This use of "arbitrary" is unusual, because it does not mean 
that you may choose it arbitrarily (that is, at your decision) but that it is 
an arbitrary choice you are handed. Second, proofs written in English may 
signal the intent to use this argument by some phrase such as "Let j be 
a continuous function" or "Let fa > 0 be given." "Let" really ought to be 
"assume"; "given" really means "given to you and you are stuck with it." 
This language is confusing when you are just starting out, but everybody 
uses it and therefore so must yoU. 14 

Occasionally one faces a proof for which no hypothesis seems appropriate; 
the result isn't a universally quantified implication but simply a universally 
quantified statement form (Vx(P(x))). For example, it is true that for any 
pair of sets A and B, A u B = B u A. The common beginning of a proof 
written in paragraph form would be "Let Ao and Bo be arbitrary sets." 
Our convention that the domains of variables remain implicit really gets in 
our way here; the theorem statement is really 

VA, B(A, B sets =? (A u B = B u A)). 

This made explicit, we may proceed with the beginning given. 
This inference scheme U.G. is great; too bad it's not right (as presented). 

Consider the following argument, where CU, 2) and DU, 2) are, as before, 
continuity and differentiability at the point 2: 

l. ::Jj(CU, 2) =? DU, 2)) 
2. CU., 2) =? DU., 2) 
3. Vj(CU, 2) =? DU,2)) 

Hypothesis 
E.I. 
U.G. 

The hypothesis in step 1 is true. 15 Step 3 is false, since one can surely 
construct a function continuous at 2 but not differentiable there. The form 
of the argument must therefore be flawed, since a valid argument cannot 
lead from a true hypothesis to a false conclusion. Rats. 

14Sorry about that. 
15For the square function, for example, 'DU,2)' is true, so the implication 

'GU,2) =? DU,2)' is true (think of the truth table for '=?') and so there does 
indeed exist an f for which the implication is true. 
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Arguments from the particular to the general are delicate. It just can't be 
correct to deduce from "there exists something with property P" the con
clusion "everything has property P." Intuitively one should use U.G. on a 
statement form with the symbol to be quantified "fixed but arbitrary," and 
the result of E.I. is not arbitrary in the sense of "generic." Our subscripting 
conventions help here, since anything with the subscript * is inappropriate 
for the use of U.G., while anything with subscript 0 is at least a candidate. 

Unfortunately, we still aren't out of the woods. Consider the following 
argument, with the variables understood as real numbers: 

l. \ix(:3y(x < y)) Hypothesis 
2. ::Jy(xu < y) U.I. 
3. Xu < y* E.I. 
4. \ix(x < y*) U.G. 

What a wonderful y*! It seems to be larger than all real numbers. 16 Step 
1 is correct, yet we are in trouble again. Intuitively, the Xu introduced in 
step 2 was "generic," but the y* introduced in step 3 is not generic since it 
clearly depends on Xu. In step 2 Xu was completely unrestricted: we could 
insert any real number for Xo. In step 3, since y* has been chosen, some 
choices of Xo are clearly ruled out. In some sense, Xo is no longer generic. l7 

This one is rather distressing, for the subscripting convention doesn't re
ally help here. The good thing is that most of the time the "freewheeling" 
version of U.G. really works, at least if used in accordance with the sub
scripting conventions. Very rarely in real (mathematical) life do you find 
yourself constructing an argument of the type to get you in the second kind 
of trouble. (On most of the few occasions that you do, the result you prove 
will be so outrageous that you will know something went wrong.) Most of 
the time the freewheeling version of U.G. will get you through just fine. If 
you wish to understand more deeply, you need to take a course in symbolic 
logic (preferably mathematical logic) and come to understand things called 
"bound" and "free" variables. 

Cueing of V.G. 

The language isn't good, as we have said, but at least it is standard. Very 
often one starts with "Let Yo be arbitrary" or "For any Yo, ... " and ends 
with "Since Yo was arbitrary, we have the result in general" or "Since the 
result holds for each Yo, we have the result in general" or something of the 
sort. Occasionally a short argument might start "For each Yo, .... " The 
key word is often arbitrary, although sometimes students are taught to use 
the word generic instead. (Advantage: the word is more descriptive. Disad-

160uch. 
17The rule for avoiding this difficulty is the hardest to state. 
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vantage: nobody else uses it.) 'YARNING: this proof form is so standard 
that frequently cues are omitted altogether, and one simply start.s with a 
Yo and shows what is needed for it, leaving the reader to recognize the form 
and fill in the quantification and deduction scheme U.G. 

\Ve now have four argument forms, two for using quantified results and 
two for proving them. vVhile there are technical restrictions, most of them 
aren't too bad. Even better, it will turn out that there is rarely any choice 
about what to do. \Ye'll talk in the next section about how often there is 
only one door around to be opened. and how to spot what that door might 
be. 

3.3. 9 E;reTcises 

The goal in these exercises is to return to some previous problems (the 
exercise numbers in parentheses) and spot all the quantification arguments 
you may have missed the first time out. So on top of previously identified 
proof structures (proof by contradiction, for example) you need t.o find all 
the E.I., U.I., E.G., and U.G. arguments around. 

3.53: (2.17). Suppose that f and 9 are functions for which the composition 
h = 9 0 f it; defined. If h is injective, then f is injective. 

Proof. Suppose that f is not injective. By definition, then, there are 
distinct points .1:1 and X2 in the domain of f so that f(xd = f(X2). Then 
clearly h(xd = (g 0 J)(xd = g(J(xd) = g(J(X2)) = h(X2), and therefore h 
is not injective. 

3.54: (2.18). The identity element in a group is unique. 
Proof. Let G be a group and suppose e and f act as identity elements. 

Then e = e * f since f is an identity, and e * f = f since e is an identity. 
Combining these equations, e = f and so these elements are the same. 

3.55: (2.19). The identity element in a group is unique. 
Proof. Let G be a group and suppm;e e and f are distinct elements that 

act as identit.ies. Then e = e * f since f is an identity, and e * f = f since 
e is an identity. Combining these equations, e = f, a contradiction. 

3.56: (2.20). Let {An} be a collection of connected sets with nonempty 
intersection. Then n"An is connected. 

Proof. Let p be a point in the intersection, and suppose that n"A" is not 
connected. Then there exists a disconnection C, D as usual; in particular, 
neither C nor D is empty and n"A" = CuD. \Yithout loss of generality, 
we may assume that p E C. Now for each n, pEA", and therefore C nAn 
is not empt.y. Therefore, since An is connected, A" is contained entirely in 
C. It follows that D is empty, which is a contradiction. 
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3.57: (2.21). Let S be a set of real numbers bounded above, and denote by 
-S the set -S = {-x: XES}. Then -S is bounded below. 

Proof. Let b be an upper bound for S. For any y in -S, there is an x in 
S such that y = -x. Further, x :s; b since b is an upper bound for S, and so 
of course -b :s; -x. Thus -b :s; y, and it follows that -b is a lower bound 
for -S. 

3.58: (2.22). Let {Vj }j=l be a linearly dependent set of vectors in a vector 
space V (with n ~ 2). Then there is a subset of the Vj with n - 1 elements 
with the same span as the original {Vj }j=l' 

Proof. We construct the required subset. Since the set {Vj }j=l is linearly 
dependent, there exist scalars {Aj} ;'=1' not all zero, so that A1 V1 + A2V2 + 
... + AnVn = O. Without loss of generality, we may assume that A1 i= O. We 
then claim that the set {Vj }j=2 has the required properties, and clearly the 
number of elements is correct. To show that its span is the same as that 
of the full set, suppose v is in the span of {Vj }j=l' so there exist scalars 
{CXj}j=l such that v = CX1V1 + CX2V2 + ... + CXnVn . From the dependence 
equation, we have V1 = -A21 A1 V2 - ... - Ani A1 Vn , and it is easy to deduce 
from the last two equations that v is in the span of the {Vj }j=2' We have 
therefore constructed a set with the desired properties. 

3.59: (2.23). Cographs of isomorphic graphs are isomorphic. 
Proof. Let G and H be graphs, and h an isomorphism between them. By 

definition, we must show that there exists an isomorphism between Ge and 
He; we will show that h is such an isomorphism. Surely h is a one-to-one 
function from the vertex set of Ge onto that of He, since the vertex sets of 
G and Ge, and H and He, respectively, are the same. \Ve next must show 
that for any two vertices V1 and V2 of GC, the edge V1-V2 is in Ge if and only 
if the edge h(vd-h(V2) is in H'. Suppose V1-V2 is in G'; then by definition, 
V1-V2 is not in G. Since h is an isomorphism of G and H, h( V1 )-h( V2) is not 
in H. By definition, h( v1)-h( V2) is in He, as desired. The other implication 
is similar, and we are done. 

3.60: (2.24). If a is an element of a group such that a * a = a, then a is the 
identity element. 

Proof. Let e denote the identity of the group. There exists b such that 
b * a = e. Observe b * (a * a) = e from our assumption on a. Also, 
(b * a) * a = a. Therefore, using associativity, we have a = e as desired. 

3.61: (2.25). Suppose that a1 + ... + ag = 90, with the ai nonnegative 
integers. Then there exist three of the ai whose sum is greater than or 
equal to 30. 

Proof. WLOG, we may suppose the ai are in decreasing order. If al + 
a2 + a3 ~ 30, we are done. If not, then clearly a4 + a5 + a6 < 30 and 
a7 + as + ag < 30, a contradiction. 
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3.62: (2.26). Suppose f and 9 are functions for which the composition gof 
makes sense. If f and 9 are injective, then h = 9 0 f is injective. 

Proof. We use the definition of injective directly. Suppose that Xl and 
X2 are elements such that h(xd = h(X2). Then by the definition of h, 
g(f(xd) = g(f(X2)). Since 9 is injective, we may deduce f(xd = f(X2), 
and since f is injective, we may deduce Xl = X2, as desired. 

3.63: (2.27). The intersection of an arbitrary nonempty family of subgroups 
of a group is again a subgroup. 

Proof. We use the theorem stating that a nonempty subset S of G is 
a subgroup if and only if for every a and b in S, a * b- l is in S. Let S 
denote the family of subgroups and T denote the intersection. To show T 
nonempty, note that since the identity element of G is in S for each S E S 
it is surely in T. Suppose a, b are in T. Then a is in S for each S E S 
and similarly for b. So for each S, a * b- l E S citing the theorem. Then 
a * b- l E T from the definition of intersection, and we are done via the 
theorem. 

3.64: (2.28). Let G be a graph, and define a relation R on the vertex set 
V (G) by (a, b) E R if and only if there is a walk from a to b. Then R is an 
equivalence relation. 

Proof. We verify the three conditions for an equivalence relation. First, 
there is the trivial walk from any vertex to itself, so (a, a) E R for each 
a. Second, suppose there is a walk from a to b. By reversing the order of 
the list of vertices, we may obviously produce a walk from b to a, which is 
symmetry. Finally, suppose (a, b) and (b, c) are in R. By simply concate
nating the lists of vertices for the two walks, we may obviously produce a 
walk from a to c, which is transitivity. Thus we are done. 

3.65: (2.29). If G is a group and a is any fixed element of G, we define 
Ta : G --> G to be the function of right translation by a, so Ta(x) = X * a 
for all X E G. Prove that Ta is injective. 

Proof. We use the definition of injective, so suppose Ta (x) = Ta (y). Then 
X * a = y * a. Multiplying on the right of each side of this equation by a-I 

it is easy to deduce x = y as required. 

3.66: (2.31). For any sets A, B, and C, (A n C) U (B n C) ~ (A U B) n C. 
Proof. Let x be an arbitrary element of (A n C) U (B n C). If x E An C, 

we have x E A and x E C. Then surely x E Au B and x E C, and therefore 
x E (A U B) n C. The other case is similar. 

3.67: (2.32). Suppose d is a metric on a space M, and we define db by 
db(X, y) = min(d(x, y), 1). Then db is a metric on M. 

Proof. We must check the three conditions for a metric. Since db(x, y) is 
the minimum of nonnegative quantities it is nonnegative, and it can only 
equal zero if d(x, y) = 0, which implies x = y as needed. Also, db(X, y) = 
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min(d(x, y), 1) = min(d(y, x), 1) = db(y, x) since d is a metric. For the 
third, we must show that for any x, y, and z, 

If either db(X, z) or db(z, y) is one, the inequality is obvious, so we turn 
to the case db(x, z) < 1 and db(Z, y) < 1. Now d(x, y) :::; d(x, z) + d(z, y) 
since d is a metric. Then from this and our assumption, we have d(x, y) :::; 
db(x, z)+db(z, y). Combining this with db(x, y) :::; d(x, y), we have the result 
desired in this case as well. 

3.68: (2.33). For any n ~ 1, the sequence n, n, n - 1, n - 1, ... , 2, 2, 1, 1 
is graphic. (See Exercise 1.92 for the needed definition.) 

Proof. It is clear that the sequence 1, 1 is graphic: just connect two 
vertices by an edge. Suppose that for all j less than or equal to n, the 
sequence j, j, j - 1, j - 1, ... , 2, 2, 1, 1 is graphic; we must show that 
n + 1, n + 1, n, n, n - 1, n - 1, ... , 2, 2, 1, 1 is graphic. Since n - 1, 
n - 1, ... , 2, 2, 1, 1 is graphic, there exists some graph G for which it is 
the degree sequence. We shall construct the desired graph H by adjoining 
some vertices and edges to G. Collect the vertices of G into two subsets A 
and B, each of which has one vertex of degree n - 1, one of degree n - 2, 
and so on down to 1. We add 4 vertices to G to produce H. Add vertices 
Xl and YI' Add two more vertices Xl and YI ; connect by edges Xl to every 
vertex in A and to Xl, YI to every vertex in B and to YI; and put an edge 
between X I and YI . It is easy to check that the resulting graph has the 
required degree sequence. 

3.69: (2.34). Definition: for X a real number, we define Ixl by Ixl = x if 
x ~ 0 and Ixl = -x if x < O. Prove that for any x, I - xl = Ixl. 

Proof. If x = 0 the result is trivial. If x > 0, then -x < 0, so by definition 
1- xl = -(-x) = x = Ixl· If x < 0, then -x > 0, and 1- xl = -x = Ixl 
again by definition. 

3.70: (2.35). Suppose L is a collection of n straight lines in the plane, no 
two parallel and with n ~ 2, and such that no more than two lines meet at 
any point. Then there are n(n - 1)/2 points of intersection of the lines in 
L. 

Proof. It is trivial to verify the formula for n = 2. Suppose the formula 
holds for some k > 2. To show it holds for k + 1, remove one line from 
the collection. It is trivial to verify that what remains is a collection of k 
lines, no two parallel, and such that no more than two lines meet at any 
point. By hypothesis, then, there are k(k - 1)/2 points of intersection of 
this smaller collection of lines. Now reintroduce the deleted line. Since it is 
parallel to none of the k others, it has k points of intersection with them, 
and none of these has already been counted since in that case there would 
be a point on three lines, disallowed. So there are k(k - 1)/2 + k points of 
intersection, and a little algebra completes the result. 



94 3. Formal Language and Proof 

3.71: (2.36). Suppose Al is a metric space with metric p. Suppose A is a 
dense subset of Band B is a dense subset of C. Show that A is a dense 
subset of C. 

Proof. \Ve use the definition: recall that. X is a dense subset. of Y if for 
every y E Y and every E > 0 there exists x E X so that p(x, y) < f. 

Therefore we must show that for every point c of C and every E > 0 there 
exists a point a of A such that p(a, c) < E. SO let. c and f > 0 be arbit.rary. 
Since B is dense in C, using the definition applied to c and E/2 there exists 
bE B such that p(b, c) < 1'/2. And since A is dense in B, using the definition 
applied to band f/2 there exists a in A so that p(a, b) < E/2. It is then 
easy by the triangle inequality to deduce that p(a, c) < E, so a is the point 
desired. Since c was arbitrary in C and f > 0 was arbitrary, we are done. 

3.72: (2.37). Prove that in any group G, (a * b)-1 = b- 1 * a-I. 

Proof. Observe that (a * b) * (b- 1 * a-I) = e by an easy application of 
associativity. Therefore b- 1 * a-I is an inverse of a * b. Since inverses are 
unique, it must be "the" inverse (a * b) -1. 

3.4 Finding Proofs from Structure 

A Dose of Propaganda 

Let's suppose for the moment that you think the formal language of sym
bolic logic isn't too bad. 18 The other shoe still hasn't dropped. As the title 
of this section indicates, you will have to do more than state theorems or 
note that proofs use the rules of inference correctly. The heart of mathe
matics is finding the darn things in the first place. The more formal we get, 
the worse that looks. 

This section is to start convincing you that the structure of a theorem 
statement frequently gives at least an outline of the proof. Professors know 
this; most times when a professor sees a proof as easy or obvious, and a 
student has no idea how to proceed, the professor is seeing the clues in the 
struct.ure t.hat almost "force" the proof and the student isn't.. Sometimes 
you can do a proof completely by following the clues. Sometimes you will at 
least get through some routine things and save your brain for where an idea 
really is needed. If sensitive to these clues, you will spend comparatively 
little time just floundering around. 

Let's consider some examples. If a result you need t.o prove has the form 

If f(J a function =} stuff) 

then almost always you will need to pick f an "arbitrary" function and show 

18For example, perhaps you are better able to follow what is going on in a 
proof involving quantifiers. 
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that (stuff) holds. If you want to prove something about all functions, you 
may in theory either 

1. examine all functions, one by one (out of the question!), or 

2. use the standard U.G. argument form, proving the result for a "fixed 
but arbitrary" representative. 

The description above is, of course, the freewheeling version; we anticipate 
lines that, in a formal proof, would be: 

n. 

m. 

m+1. 

Assume fo is a function Assumption 

stuff about fo 
Vf(stuff about 1) n, m, U.G. 

We'll write proofs in this section less formally than the line-by-line version. 
(Although it is good practice to write, or at least rewrite, one in the formal 
way once in a while.) But whatever the format, a proof of the result about 
functions above will always be some form of U.G. 

It is not just that U.G. works; it is that any other approach is likely to 
be off in left field somewhere. Perhaps there is another theorem somewhere 
that says all your objects have the desired property, but then you are out 
to prove an extremely boring theorem. Almost always, you ignore the clue 
given by the form of the result (in this case, universally quantified) at 
your peril. Another example where you need U.G. is proofs involving the 
definition of continuity ("For every f > 0 ... "). If you begin a problem of 
the type "Prove using the definition that f is continuous, where f(x) = ... " 

any way other than "Assume f > 0 is arbitrary ... ," you will be headed 
for frustration (bets on this are gladly accepted by the author). The form 
of the result gives the good clue. 

Consider another example in which the structure of the conclusion dic
tates the form of the proof. Suppose the conclusion you want is of the form 
'P or Q.' It is just about inconceivable that the proof won't have an argu
ment that is, or could be presented as, two cases, one of which leads to 'P' 
and one of which leads to 'Q.'19 If you ignore the clue, you may not look 
for cases, which is fighting with one brain tied behind your back. Inciden
tally, if the argument does take this form, there may well be an "or" in the 
hypothesis, each branch of which is an assumption for one case. Note that 
here is a proof structure indicated even without considering quantifiers. 

There's yet another example in which the form of the conclusion dictates 
the form of the proof: existence conclusions [for example, "there exists c in 
(a, b) such that f'(c) = (f(b) - f(a))/(b - a)"]. You may twist and turn 

19Think of natural-language examples - what about a "proof" that tomorrow 
it will either rain or snow? Aren't there cases having to do with the temperature? 
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all you like, but your efforts must be directed toward producing such a c. 
Very occasionally, one can do this by producing some c explicitly, as we 
did in Chapter 1 with c = 7/2 for the l\·lean Value Theorem. Much more 
frequently, you need to find some hypothesis or theorem guaranteeing the 
existence of some other point d with some properties (that is, you need 
another existence result). Perhaps d will serve as the c you need. Perhaps 
d/2 will work as c. In more complicated cases, there may be two relevant 
existence results, one yielding d and the other e, with the c you want some 
combination of the two. The point is again that there is really only one 
path to the existence result you want, and that clue is too useful to ignore. 

The structure of the hypothesis, as well as that of the conclusion, can 
dictate the form of the proof. (The author has a preference, certainly per
sonal, for looking first at the conclusion.) If the hypothesis is 'F or Q' then 
it is likely that the argument divides into two cases: Case 1 ('F' holds) and 
Case 2 ('Q' holds). If one of your hypotheses is that "'liE> a (something)" 
then you are undoubtedly going to have to apply this to some (perhaps 
cleverly chosen) EO > O. The hypothesis structure clues are more guides to 
the form of the proof. 

One of the great frustrations for professors is the student who works 
agonizingly long hours doing things that must ultimately be characterized 
as irrelevant to the problems. 2o Sensitivity to the structural clues in the 
hypothesis and conclusion of results to prove will vastly decrease this wasted 
time. Frequently there are few if any reasonable choices for the structure 
of the proof. which is good and not bad unless you like exploring the forest 
without a compass. 

3·4·1 Finding Proofs 

Let's try to do (that is, discover) a proof mechanically by following the 
clueD of structure, particularly quantifier structure, and inserting meaning 
(that is, definitions) when necessary. 

Prove An (B U C) ~ (A n B) U (A n C). 

vVork: we realize first that there are assumed universal quantifiers, since 
thiD is likely to be about general sets. We may therefore write the theorem 
formally as 

VAVBVC(A n (B U C)) ~ (A n B) U (A n C)) 

where we assume that A, B, and C are sets. Very well, the proof must have 
the first step 

Pf. Let Ao, Bo, and Co be arbitrary sets. 

20There are persistent rumors in the teaching profession that this is frustrating 
for the student as well. 
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Let's throw in the desired conclusion and get a proof outline that looks 
like this: 

Pf. Let AD, Bo, and Co be arbitrary sets. 

So AD n (Bo U Co) c:;; (AD n Bo) U (AD n Co) as desired. 

Since AD, B o, and Co were arbitrary sets, 
the result holds in general. • 

We have here an outline of a proof founded on U.G., and our first line 
signals the intent to use such an argument. Notice that we need work only 
inside the box, since the universal quantifiers have been taken care of by 
the form of the argument. 

We don't seem to have gotten very far. Look at the conclusion. It 
can't be logically subdivided, so we'll need to insert its meaning. What 
does 

AD n (Bo U Co) c:;; (AD n Bo) U (AD nCo) 

mean? We need the definition of "C:;;"; inserted in our situation, this is 

Ifx(x E AD n (Bo U Co) =? x E (AD n Bo) U (AD nCo)). 

In order to conclude "So AD n (Bo U Co) c:;; (AD n Bo) U (AD nCo) as desired" 
the line just above must be the definition above. So we have the slightly 
improved proof outline: 

Pf. Let AD, Bo, and Co be arbitrary sets. 

Thus, Ifx(x E AD n (Bo U Co) =? x E (AD n Bo) U (AD nCo)). 

So AD n (Bo U Co) c:;; (AD n Bo) U (AD n Co) as desired. 
Since AD, Bo, and Co were arbitrary sets, 
the result holds in general. • 

We see immediately that the conclusion we hope to get ("Thus, ... ") is 
universal, and the required method of proof is forced: 

Pf. Let Ao, Bo, and Co be arbitrary sets. 

Let Xo be arbitrary. 

So Xo E AD n (Bo U Co) =? Xo E (AD n Bo) U (Ao nCo). 

Thus, Ifx(x E Ao n (Bo U Co) =? x E (AD n Bo) U (AD nco)). 
So AD n (Bo U Co) c:;; (Ao n Bo) U (Ao n Co) as desired. 
Since AD, Bo, and Co were arbitrary sets, 
the result holds in general. • 

Note that we need work only within the box, since the rest is taken care 
of by the form of the proof (another U. G.). 
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Aha! (Well ... or something.) The form of the conclusion is an implica
tion, and we know how those have to be proved: assume the hypothesis. 
deduce the conclusion (,veIl ... at least if we are using direct proo(21). Thus 
we will use the direct implication proof form. So we arrive at: 

Pf. Let Ao. Bo. and Co be arbitrary sets. 
Let Xo be arbitrary. 

Suppose :co E An n (Bo U Co). 

So Xo E (Ao n Bo) U (Ao nCo). 

So Xn E An n (Bo U Co) =} :r:o E (Ao n Bo) U (Ao nCo). 
Thus. vx(x E Ao n (Bo U Co) =} :r E (Ao n Bo) U (Ao nCo)). 
So An n (Bo U Co) c:;; (Ao n Bo) U (Ao n Co) as desired. 
Since Ao. Bo, and Co were arbitrary sets. 
the result holds in general. • 

Our work is now confined to the box. The conclusion is logically indi
visible (that is. it is not a compound statement or statement form). so 
let's illsert what it means. \Ve need the definition of "u" applied to our 
situation. Inserting this before our conclusion, we arrive at: 

Pf. Let Ao. Bo. and Co be arbitrary sets. 
Let Xo be arbitrary. 

Suppose .TO E Ao n (Bo U Co). 

Hence :ro E (Ao n Bo) or :[0 E (Ao nCo). 

So ;Co E (Au n Bo) U (Ao nco). 
So Xo E Ao n (Bo U Co) =} Xo E (Au n Bo) U (Ao nCo). 
Thus. v:r:(x E Ao n (Bo U Co) =} x E (Ao n Bo) U (Ao nCo)). 
So AD n (Bo U Co) c:;; (Ao n Bo) U (Ao n Co) as desired. 
Sinc(" Ao. Bo. and Co were arbitrary sets, 
the result holds in general. • 

Again the work remaining is confined to the box. Note also that we have 
made substantial progress. Look at the conclusion: since it is an 'or.' 
it is likely that the argument divides into cases, one with the conclusion 
Xu E (Au n Bo) and the other with the conclusion Xo E (Ao n Co). So the 
proof must look like this: 

Pf. Let Ao. Bo. and Co be arbitrary sets. 
Let Xo be arbitrary. 

21 Note that this was the first place we had a real choice. 
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Suppose Xo E Ao n (Eo U Co). 

Case 1. 

So Xo E (Ao n Eo). 
Case II. 

So Xo E (Ao nCo). 
Hence Xo E (Ao n Eo) or Xo E (Ao nCo). 

So Xo E (Ao n Eo) U (Ao nco). 
So Xo E Ao n (Eo U Co) =? Xo E (Ao n Eo) U (Ao nCo). 
Thus, Vx(x E Ao n (Eo U Co) =? x E (Ao n Eo) U (Ao nCo)). 
So Ao n (Eo U Co) <:;; (Ao n Eo) U (Ao n Co) as desired. 
Since Ao, Eo, and Co were arbitrary sets, 
the result holds in general. • 

We may start with the hypothesis to see how to get to these cases. Since 
Xo E Ao n (Eo U Co) is logically indivisible, we should insert what it means. 
This is, by definition, "xo E Ao and Xo E Eo U Co." That Xo E Ao is clearly 
relevant, and also clearly "atomic" - there is nothing more to be done 
with it than to use it. 22 What about "xo E EoUCo"? By definition (again) 
this means "xo E Eo or Xo E Co." 

Before we insert these, we need to recall one more fact. What we have 
is: "xo E Ao and (xo E Eo or Xo E Co)." The general form of this is 
'P and (Q or R).' From Section 3.2 of this chapter you may remember 
that this is equivalent to '(P and Q) or (P and R),' and also that it is 
sometimes necessary to exchange some statement for an equivalent one. 
Take a moment and figure out, for our particular P, Q, and R, what the 
equivalent statement is (time for you to do some work). 

3.73: 

Now we have the following update of the proof, where the 'or' in the state
ment you found gives the key to the cases: 

Pf. Let Ao, Eo, and Co be arbitrary sets. 
Let Xo be arbitrary. 
Suppose Xo E Ao n (Eo U Co). 
Then Xo E Ao and Xo E (Eo U Co). 
Thus Xo E Ao and (xo E Eo or Xo E Co). 

22Speaking very carefully, "E" is one of the undefined notions from which all of 
mathematics is derived logically. Less formally, that a certain thing is an element 
of a certain set is about as simple as it gets. Use it. 
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So (:ro E Ao and Xo E Bo) or (xo E Ao and Xo E Co). 
Case I. :r:o E Ao and Xo E Bo 

So Xo E (Au n Bo). 
Case II. Xu E Au and Xu E Co 

So :co E (An nCo). 
Hence :1:0 E (Ao n Bo) or .TO E (Ao nco). 

So Xo E (Au n Bo) U (Ao nCo)· 
So :1'0 E Ao n (Bo U Co) ==> :1:0 E (Ao n Bo) U (Ao nco). 
Thus, lix(x E Au n (Bo U Co) ==> X E (Ao n Bo) U (Ao nco)). 
So Ao n (Bo U Co) S;;; (Ao n Bo) U (Ao n Co) as desired. 
Since Ao, B o, and Co were arbitrary sets, 
the result holds in general. • 

To the extent that there is anything left to fill in, fill it in. 
The point is that we proceeded through the proof quite mechanically. 

\Ve could nibble away at the proof, discovering a layer at a time, each layer 
forced or at least strongly indicated by the preceding and following steps. 
Structural clues helped us through: here is a way of attacking proofs some
where between instant inspiration and completE) inability to get started. A 
good deal goes into this method, but it is a great many small steps rather 
than a try for one big one. There are two ways to fight monsters: one is to 
rush the monster, sword swinging, in a single do or die attempt. The other 
is to try to maneuver around, slicing off a toe here and a finger there. One 
has a substantially greater life expectancy associated with it. 23 

Aside 
It should now be clear why one might present the proof, in good faith, by 
including only what ,vill fill the box in the paragraph beginning "Aha!". 
That would rest on an assumption that the audience would recognize all 
the universal quantifier mechanics omitted and could supply it on request. 
See Section 2.2 for a similar example. 
End Aside 

Exercise 

Try the above process out on the following. 

3.74: Prove (A n B) U (A n C) c;:; An (B U C). 

Let's try another example of this. Consider the following theorem: 

23There is one point we have glossed over. In the proof above, when a definition 
was needed we inserted it smoothly and went on. In real life, you will have to 
realize YOll need one, remember or go find it, and insert it. This isn't completely 
trivial, but it is a skill you can learn, not a "have it or don't" talent. 
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Theorem Let f be a function. For any A and B subsets of domain(j) we 
have 

f(A U B) ~ f(A) U f(B). 

If you need some relevant definitions, they are in a previous chapter. 
Take some time and figure out the structure of the theorem. Then set up 
the first (and last) steps of the proof. 

3.75: 

We hope you realized that there are implicit universal quantifiers on f and 
on the sets A and B. Other than that, the theorem is a straightforward 
implication: 

VfVAVB(A, B ~ domain(j) =} f(A U B) ~ f(A) U f(B)). 

Therefore you arrive, since we know the proof form for universal quantifiers 
and how to prove an implication (we'll try the direct proof form), at the 
following: 

Pf. Let f be an arbitrary function and A and B be 
arbitrary sets. 

Assume A, B ~ domain(j). 

Thus f(A U B) ~ f(A) U f(B). 

Since A and B were arbitrary sets, the result holds for all A 
and B subsets of domain(j). 

Since f was arbitrary, the result holds in general. • 

Note that we have not followed the convention of subscripting f, A, and 
B by O. This was done primarily for ease of reading, but also the author is 
getting tired of doing it. Nonetheless we will use D.G. on f, A, and Band 
trust that a mental notation of that intent may replace the subscripting. 
From now on we use the convention only as it seems helpful. 

What next? 

3.76: 

We hope you looked at the conclusion and realized it has logically indivisible 
structure, so it is time to insert some meaning.24 Time for the definition of 
"~" again. 

24If you looked at the hypothesis, you weren't wrong, but there isn't a whole 
lot to be gotten from it in this particular proof. 
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3.77: 

Having inserted that, you should realize that we are faced with a rather 
familiar form of the conclusion and set yourself up to deal with it. 

3.78: 

\Ve hope you found something rather like this: 

Pf. Let f be an arbitrary function and A and B be 
arbitrary sets. 

Assume A, B C;;; domain(J). 

Assume Yo E f(A U B). 

Thus Yo E f(A) U f(B). 

So Yo E f(A U B) '* Yo E f(A) U f(B). 
Then Vy(y E f(A U B) '* y E f(A) U f(B)). 
Thus f(A U B) C;;; f(A) U f(B). 
Since A and B were arbitrary sets, the result holds for all A 
and B subsets of domain(J). 

Since f was arbitrary, the result holds in general. • 

Let's pause for a moment and look at the above partial proof. It looks 
rather impressive and unlikely to be something that you would at first feel 
that you could do. The point is that this step-by-step approach has cut it 
into bite-sized pieces. We never have to do very much at a time. (Indeed, 
a cynical person might say that we've gotten this far without any honest 
labor at all.) OK, back to work. 

How are we able to conclude something is in a union? Gee ... we might 
need the definition. Upon its insertion, what is the form of the argument 
you might expect? 

3.79: 

Perhaps you got something like the following: 

Pf. Let f be an arbitrary function and A and B be arbitrary sets. 
Assume A, B C;;; domain(J). 



Assume Yo E f(A U B). 

Case I. 

Thus Yo E f(A). 
Case II. 

Thus Yo E f(B). 
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Thus Yo E f(A) or Yo E f(B). 

Thus Yo E f(A) U f(B). 
So Yo E f(A U B) =? Yo E f(A) U f(B). 
Then I;fy(y E f(A U B) =? Y E f(A) U f(B)). 
Thus f(A U B) <;;; f(A) U f(B). 
Since A and B were arbitrary sets, the result holds for all A 
and B subsets of domain(f). 
Since f was arbitrary, the result holds in general. • 

How do we connect to the cases? We still haven't arrived at the level of 
what f(A) or Yo E f(A) mean, and we probably should. Might it be time 
for a definition? Insert the appropriate definitions of f(A) and apply it to 

Yo· 

3.80: 

Pf. Let f be an arbitrary function and A and B be 
arbitrary sets. 
Assume A, B <;;; domain(f). 
Assume Yo E f(A U B). 
Then by definition, 3x(x E Au Band f(x) = Yo). 

Let x* be some such x, so x* E Au Band f(x*) = Yo. 

Case I. 

Therefore 3z(z E A and f(z) = Yo). 
Thus Yo E f(A). 
Case II. 

Therefore 3w(w E Band f(w) = Yo). 
Thus Yo E f(B). 
Thus Yo E f(A) or Yo E f(B). 

Thus Yo E f(A) U f(B). 
So Yo E f(A U B) =? Yo E f(A) U f(B). 
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Then I::fy(y E J(A U B) :::} Y E J(A) U J(B)). 
Thus J(A U B) ~ J(A) U J(B). 
Since A and B were arbitrary sets, the result holds for all A 
and B subsets of domain(j). 
Since J was arbitrary, the result holds in general. • 

To finish making the connection, we need either some insight (mechanical 
is good, but insight is OK!) or some careful following of the needs of an 
existence conclusion. We must show in Case I that there exists a z having 
two properties, one that z E A, the other that J(z) = Yo. As we remarked 
in our discussion of proofs of existence results, this is probably going to be 
done by the exhibition of such a z. That is, to come up with an existentially 
quantified conclusion, we have to use the deduction form for existential 
statements. Where is such an object to come from? We have so far in the 
proof only J, A, B, x., and Yo as fixed objects. It should be clear that J, 
A, and B are out of the running as candidates for z. Why? 

3.81: 

Also, Yo is not a good candidate, either. Why? 

3.82: 

We hope you said that J, A, and B were the wrong sort of object (being 
functions or sets, not elements of the domain of a function), and that Yo 
is in the codomain codomain(j) , not the domain domain(j).25 This puts 
the burden on x., which at least does half of the job, since J(x.) = Yo. A 
sensible person would hope that x. really is satisfactory, for which it would 
have to be in A. Perhaps sometimes it is: why don't we make this Case I? 

Case I. x. E A 
Then x. E A and J(x.) = Yo. 
Therefore 3z(z E A and J(z) = Yo). 
Thus Yo E J(A). 

Case II is equally clear, where we assume instead that x. E B, thus mak
ing it a prime candidate for the use of E. G. to get 3w( wEB and J (w) = 

Yo). Are there any more cases? Must it be true that either x. E A or 
x. E B? Decide why or why not and fill in the rest of the proof. 

3.83: 

25 Alternatively for disposing of Yo, it should seem unlikely that f(yol = yo. Of 
course this sort of thing happens, but is it likely? 
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As we look back over the proof26 there are a number of remarks to make. 
First, the fact that x* was the useful thing for existence results really isn't a 
surprise; as we noted when we discussed existence results, often the object 
resulting from a hypothesis giving an existence conclusion is the object you 
need. Secondly, the proof as finally discovered this way may not be awfully 
well written, but the rewriting is the easy part. 

Further, we used considerable care in notation that may have passed 
unnoticed but is really important. For example, we took care to use variable 
names fitting our intuition and habits: y for things in the range of J, x for 
things in the domain, capital letters for sets, and so on. If you are sloppy in 
picking names, the mechanics will fight your intuition; being careful may 
actually force you to think about something important. To choose variable 
names well is a "proof discovery" version of one of our rules of thumb about 
writing proofs. 

We were also careful to use ::Jz(z E A and J(z) = Yo) instead of ::Jx(x E 

A and J(x) = Yo) and it is worthwhile to point out why. To use the latter 
notation carries the psychological if nonmathematical assumption that x* 
or at least x-something will turn out to be the z we need. In this case it was, 
but you will run into proofs in which it is x*/2 or something even worse. 
Particularly if you drop the subscripting conventions as you become more 
comfortable with these arguments, it is very hard for nonmathematical 
reasons to write: 

n. x/2 satisfies P(x/2) 
m. ::Jx(P(x)). 

One often writes in a proof in paragraph form "So there exists an x, namely 
( ), satisfying ... " where ( ) is the specific one you found. To write 
"there exists x, namely x/2, ... " is even worse than doing it in a formal 
proof. (A discussion of bound and free variables solves the problem com
pletely on a mathematical level and not at all on a psychological level.) So 
we write ::Jz(z . .. ) and if x is a satisfactory z, well and good; if we have to 
use x /2 or x /2 + y /3 or something, an intervening step like Zo = ;Y /2 + y /3 
is comforting. 

The final remark in our postmortem of the proof is that you might have 
felt cheated near the end. The mechanics near the end didn't give a com
pletely clear form for the proof, and we had to do some honest labor. A 
more positive way to put it is that the mechanics forced us to concentrate 
exactly at the point where something inventive was needed. (And, really, a 
good understanding of existence proofs did take us home.) The mechanics 
saved us a good deal of flailing around that might have prevented us from 
coming close to the key point. The proof as a whole is a pretty nice object; 

26If you don't do this, but having gotten the proof proceed to shut the book 
and go watch television, you are missing a small amount of work with a large 
payoff. 
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mechanics helped us write it step by step. 
It would be good practice to rewrite this in the formal style: 

1. Statement 1 Reason 1 
n. 

Some markers for subproofs are appropriate. 

3.84: 

s. 4.2 EX(;,(,Clses 

3.85: Prove for any sets A, E, and C that 

An (B U C) ~ (A n E) U (A n C). 

You must certainly use, so may need to find, the definition of set contain
ment. 

3.86: Prove for any sets it, E, and C that 

AU(EnC) ~ (AUB)n(AUC). 

3.87: Prove that for any sets A and E that 

(AUE)' ~ A'nE'. 

It will be necessary to remember or track down the definition of the com
plement of a set. 

3.88: Prove carefully and using the definition of injective that the function 
f : R --+ R given by f (x) = 3x - 7 is injective. 

3.89: Prove carefully and using the definition of surjective that the function 
f : R --+ R given by f (x) = 3x - 7 is surjective on R. 

3.90: Prove carefully and using the definition of injective that if the func
tion f : R --+ R is injective then the function g : R --+ R defined by 
g(:1:) = f(x) + 2 for all x is injective. 

3.91: Prove carefully from the definition of surjective that if the function 
f : R --+ R is surjective then the function g : R --+ R defined by g(x) 
f (x) + 2 for all x is surjective on R. 
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3.4.3 Digression: Induction Correctly 

Back in Section 2.4.3 we gave an intuitive version of proof by induction 
that may have been what confused you when you first tried them: "to 
prove something by induction you first prove it for the case n = 1 and 
then, assuming its truth for n, prove it for n + 1." The expression many 
students give for their confusion is "If I am trying to prove it for all n, in 
the second step where I assume it is true for n, aren't I assuming what I am 
supposed to prove?" With the symbolic logic in place, and now that you 
are more comfortable with the deduction forms, this can be put to rest. 

Here is the Induction Theorem: 

Theorem 3.4.1 Let P(n) be a condition with n (a positive integer vari
able) the only free variable.27 To prove \In 2: l(P(n)) it is enough to prove 

1. P(l), and 

2. \In 2: l(P(n) => P(n + 1)). 

Without worrying about the proof of this theorem, how do you use it? 
Well, of course, there is the proof of P(l). Next, you have to prove \In 2: 
l(P(n) => P(n + 1)). How will you do this? By V.G., of course, which 
involves choosing an no fixed but arbitrary and proving P( no) => P( no + 1). 
And how do you prove this implication? By assuming P(no) and deducing 
P(no + 1). 

Notice that the usual description of induction, in its attempt never to 
mention quantifiers, gives you only about half of the steps that are re
ally going on. Further, by not making the distinction between n (a vari
able) and no, a single specific fixed but arbitrary value of that variable, it 
makes induction impossible to think about; the more you think, the worse 
it gets. Observe that in the full proof above you are by no means assuming 
\In(P(n)) , which would indeed be cheating. All you are doing is using a 
proof form that involves the temporary assumption of a single P(no) (and 
that form is for an implication you didn't even know was there before this 
discussion). By the way, some texts try to describe induction by "to prove 
for all n, P( n) by induction you first prove it for the case k = 1 and then, 
assuming its truth for k, prove it for k + 1." This is an effort to avoid 
quantifiers while making the confusion above disappear by n versus k. It 
doesn't really work, but it is an attempt to get at n versus no. It's better 
just to bite the bullet and talk about quantifiers. 

You may not believe in induction any more than you used to, since the 
Induction Theorem itself is one we won't prove. But the hope is that at 
least what you are supposed to do doesn't seem like complete nonsense. 

27Wait! Don't panic! This is just to appease the logicians; pretend I said "Let 
P(n) be a statement about n." 
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Exercises 

3.92: Prove, carefully and formally, that for each positive integer n, 

n(n + 1) 
1+2+ ... +n= 2 . 

3.93: Prove formally that for each n, 

1 1 1 
-+-+ ... + ( ) 1·2 2·3 nn+1 

3.94: Prove that for each positive integer n, 

3n+3> (n + 3)3. 

n 

n+1 

3.95: Formulate, in formal quantified terms, what we called "weak" induc
tion in Section 2.4.4. 

3.96: Define the Lucas sequence by L(l) = 1, L(2) = 3, and L(n) = 
L(n - 1) + L(n - 2) for n > 2. Define the Fibonacci sequence as usual by 
F(O) = 1, F(l) = 1, and F(n) = F(n -1) + F(n - 2) for n 2: 2. Prove that 
L(n) = F(n) + F(n - 2) for n 2: 2. 

3.97: Prove that every integer greater than 1 is a product of primes. 

3.4.4 One More Example 

We give, on a last theorem, one more example of this general step-by
step approach. WARNING: The tools of structure and meaning (formal 
language and definitions) will not be enough to get us all the way through 
the proof. 

Theorem Let X be a set, and A and B subsets of X. If A ~ B then 

XA:::; XB· 

We start as usual with the statement of the theorem in formal language: 

3.98: 

Something should be clear: before we can complete the proof of the theorem, 
and very possibly before we can get very far, we must understand all of the 
terms in the theorem's statement. What is XA? What does it mean to say 
XA :::; XB, or, in general, f :::; 9 where f and 9 are functions? 

Of course, there is a definition lurking in the background, and here it is: 

Definition Suppose f and 9 are real-valued functions satisfying the equa
tion domain(J) = domain(g). We say f :::; 9 if 

\:jx(x E domain(J) =} (J(x) :::; g(x))). 
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Intuitively, the value of f at each point is smaller than or equal to the 
value of 9 at the same point. You ought to remember from some earlier 
chapter or other that it is vital to do something to become at home with 
the definition. Do it, both with general f and g, and limiting yourself to 
XA for various sets A. Shame on you if you don't draw some pictures. 

3.99: 

If by chance you don't remember the definition of XA, you need to look it 
Up.28 Try Exercise 1.3 in Chapter 1. 

3.100: 

Before returning to the proof, let's make two points. One is that in upper
level mathematics you will frequently be called upon to view a function as 
a single object, rather than a collection of values. The above definition is 
certainly in this spirit. As with the above definition, however, the definition 
of a property frequently reduces to a statement that the same property 
holds for all the values of the function. The property in this case is :::;-ness 
of functions, which reduces to :::;-ness of the values of the function. 

You might also note that the development of the proof would have been 
much smoother if we had gone through the definition of f :::; 9 and en
couraged you to recall the definition of XS in advance. It doesn't always 
happen that way. In fact, it doesn't even usually happen that way. It is 
unrealistic to believe you will always bring to your first attack on 
a theorem everything you need. The "interruptions" of going back to 
understand a definition more clearly or working with some examples are 
really part of the business. Our attack on this proof, diversions and all, is 
more realistic than our previous presentations, not less. 

Well, where are we? We want to prove 

'v'X'v'A'v'B((A, B ~ X and A ~ B) =} XA :::; XB). 

We now know what all this means. It is clear V.G. is going to get a workout. 
Set up the proof as far as clearing out the quantifiers goes. 

3.101: 

There is also an implication to deal with. How will you take care of it? 

280f course, you remembered this general rule about getting started. Indeed, 
we are employing it to help get started on a theorem, whose statement contained 
an unclear term. Now we are going to use it on the subproblem of that term. 
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3.102: 

It must be hopeless to proceed without the definition of ":S;" for functions 
applied to XA and XB, so we insert this. We are then faced with more U.G. 
Continue the process. 

3.103: 

We hope yon arrived at something rather like the following: 

Assume X, A, and B are sets. 
Suppose A c:;; X and B c:;; X. 
Assume also that A c:;; B. 
Suppose that Xo EX. (Note that X = domain(j).) 

Thus XA(:CO) :s; Xn(xo). 
So :r:o EX=} XA(XO) :s; XB(XO)' 
Hence vx:(x E dmn(j) =} XA(XO) :s; Xn(xu). 
Therefore )(A :s; XlJ· 
Since X, A, and B were arbitrary sets, the result 
holds in general. 

\Ve seem to be running out of mechanical things to do. We haven't yet 
used the fact that A c:;; B, nor have we inserted its meaning. It is tempting 
to insert it. but it means 

VZ(Z E A=} Z E B). 

This merely delays the problem, for we need to find a Z to apply this to. 
What is the only candidate in sight? 

3.104: 

The problem is that there is no particular reason to believe that Xo E A. 
Of course, the implication is still true if Xu f/. A, but it will be true whether 
:EO E B or Xo f/. B, which doesn't seem very useful. \\Te do seem to need 
some sort of idea here. Spend some time looking for one. 

3.105: 

Aside from the mathematical ideas you might have found, there is a "pro
cess of proving" idea you might have had. \\That did we do in the last proof 
when X'o in a certain set would have been useful? Go find out, and then try 
it here. \\That sort of an argument are we building now? 
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3.106: 

What you find is what might be called Case 1. 29 Here it is: 

Note that 'iz(z E A=} Z E B). 
Case 1. Xo E A 
Then we have Xo E B. 
So XA(XO) = l. 
Also XB(XO) = l. 
Thus XA(XO) ::; XB(XO). 

What about another case for Xo rt A? The examples you constructed 
should have convinced you that both Xo E Band Xo rt B might hold. Well, 
there seem to be two more cases; what are you waiting for? Complete the 
proof, while you are at it. 

3.107: 

Looking back over the proof, we feel obligated to say that somebody will 
point out that in the case Xo rt A, two "sub cases" depending on whether 
Xo is in, or not in, B aren't necessary. From Xo rt A you may deduce 
XA(XO) = O. Since XB(XO) is either 0 or 1, clearly XA(XO) ::; XB(XO). This 
is neater but perhaps less obvious. 

Tryout these techniques on the following: 

3.4.5 Exercises 

3.108: Let X be a fixed set. For A ~ X, define A' (the complement of A), 
by 

A' = {x : x E X and x rt A}. 

Prove that 

XA' = 1- XA· 

[HINT: You need to start with some understanding of what "I" means. 
Since 1 is a number and XA' and XA are functions, we seem to have an 
equation with both apples and oranges. In this context the symbol 1 is 
used to mean the constant function whose value is always 1: 

l(x) = 1 for all x. 

The notation is indeed poor, but it is also common. 

29 As a matter of fact, what else could it be called? 
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Also, it is worth noting that "prime" is used for things other than the 
complement. For example, you know it is used for derivative (I'). It is 
also sometimes used to provide another name for a variable, say, x and x'. 
Sensitivity to context and some common sense are required.] 

3.109: Suppose R is a relation on a set S that is symmetric and transitive, 
and such that for each s in S, s occurs as an element of at least one ordered 
pair in R. Prove that R is reflexive. 

It may be helpful to formulate the definitions of reflexive, symmetric, 
and transitive (see Exercise 1.24) so as to make the universal quantifiers 
explicit. 

3.110: Suppose Rand Rl are equivalence relations on a set S. Prove that 
their intersection, R n R 1 , is also an equivalence relation on S. 

3.111: Suppose f and 9 are functions for which the composition go f is 
defined, and suppose f and 9 are injective. Prove that go f is injective. 

3.112: Suppose f and 9 are functions for which the composition go f is 
defined, and suppose that composition is injective. Prove that f is injective. 

3.113: Suppose f and 9 are functions for which the composition 9 0 f 
is defined, and suppose that f and 9 are surjective on their respective 
codomains. Prove that 9 0 f is surjective. 

3.114: Suppose f and 9 are functions for which the composition go f is 
defined, and suppose that the composition go f is surjective. Prove that 9 
is surjective. 

3.115: Return to Exercises 2.17-2.29 and 2.31-2.37 and take another try 
at finding all the quantification forms. It may help to rewrite them using 
the conventions on subscripting; you may find that there was more than 
you caught the first and second times. 

3.5 Summary, Propaganda, and What Next? 

What are a few of the things that go into this "mechanical" technique for 
finding things? First, you have to understand symbolic logic well enough 
both to see the structure of a theorem and to be sensitive as to how that 
structure helps determine the proof. Second, you have to know definitions 
well enough to insert them when meaning is required. (As well, you have to 
be able to handle the interruption inevitable when you go back and look up 
a definition for insertion.) A dead end will result if you don't; it isn't shown 
in these examples, but the same thing will happen if you don't know past 
theorems well enough to spot when they might be useful. Third, you must 
be willing to write things down even before you are sure they are right or 
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relevant. It is easier not to have to juggle three unwritten things in mind 
as you try to think; in particular, writing down the conclusion gives you 
something to aim for. Finally, you have to be committed to a step-by-step 
and active approach to doing proofs; it is time to give up "inspiration or 
bust." Part of that commitment is a willingness to make mistakes, recover 
from them, and in general engage in discovery. Any sort of real discovery 
is a creative process requiring willingness to work at it. This technique is 
designed to take that willingness and get good results from it. 

As with our discussion of the "examples approach" in Chapter 1, there 
are some obvious modifications here. If, on a given day, you happen to 
have some inspiration or insight, go ahead and form the proof about the 
"right idea." 30 It should be clear that many of these steps can be combined 
or partially omitted or inserted only in the final write-up, especially as 
you become more familiar with proofs. Indeed, much of this will be done 
mechanically and not consciously, leaving you to concentrate on what really 
needs concentration. 

It should be no surprise that exploiting formal structure to find proofs 
won't do all the proofs in the world. Let's look at a particularly convincing 
example, which is the Schroder-Bernstein theorem. 

Theorem Let A and B be sets. If there exists an injective function f 
from A to B, and an injective function 9 from B to A, then there exists a 
one-to-one correspondence between A and B. 

Take a shot at proving this. 

3.116: 

The understanding of formal structure does help you know that to show 
there exists a one-to-one correspondence you must produce (construct) one, 
leads you to suspect that you must use f and 9 somehow, and perhaps helps 
you understand how you might use the injectivity of f and 9 when it comes 
time to prove that your candidate works. Constructing some examples and 
drawing some pictures may have helped you understand the problem better 
too. But these alone won't give you (or at least most of us) enough help to 
do the proof, because a nontrivial idea is required. 

In this sense the techniques taught in this book are like techniques in 
art. Bad techniques hamper you; good techniques let you concentrate your 
energies on what really matters, in the proof reading or painting analysis, 
and in the proof discovery or painting creation. But techniques alone cannot 
turn you into a creative prover or a creative artist. That sort of ability is 

30This is all about what to do on the other days. It is sad but true that there 
are lots of other days. 
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the result of years of dedicated practice and some wild card called "talent," 
whatever that is and wherever it comes from. 

Most of us are not going to become those incredible intellects who con
quer new and lofty heights of previously undiscovered or unproved theo
rems. Techniques are important for everybody (even them!), but are es
pecially so for the rest of us as we use lesser talents to make our use of 
mathematics in other areas, or the reasoning skills we've learned in math
ematics in other situations, and so on. One way to view the aim of this 
book is to think of it as attempting to remove flaws in your technique so 
you may go as far as your talent and desire take you. 

But you might still want to understand and prove the Schroder-Bernstein 
Theorem (or its analog in some other area of mathematics you find more 
appealing). After you have mastered these techniques of exploiting formal
ity to do what it can, where do you concentrate your energies next? Of 
course, you take more courses, learn more content, accumulate more expe
rience, see more proofs, and so on. But where do you put your conscious 
effort on learning to prove better (as opposed to learning some particular 
new proof)? 

I believe that the next set of mental calisthenics is a conscious effort to 
"see it at a glance," as P6lya says in How To Solve It [5, page xvii]. The 
following proof of the Schroder-Bernstein Theorem gives an example of 
what is needed (this particular write-up was taken from Ref. [6], where it 
is a nonexample of how to present proofs so that they may be seen at a 
glance): 

Proof. Define Xo = g(B), :.p = go 1, y() = A - Xu and (recursively) 
Yn = ip(Yn-d for all n > O. Now let Y = U~=oY,,, X = A - Y. Note 
that Yo ~ Y, so X ~ Xo = g(B), hence g-l(a) is defined for a E X 
(since 9 is one-to-one). Note, too, that the definition of X guarantees that 
Xu Y = A and X n Y = 0. Thus the following rule gives a well-defined 
function h : A ---+ B: 

(3.1) h(a) = { 1~~), 
9 (a), 

a E Y, 
a E X. 

Let V E Y be given. Then V E Y" for some n 2: 0, hence :.p(V) E ip(Yn ) = 

Yn +1 ~ Y. Thus :.p(Y) ~ Y. Suppose h(a1) = h(a2) and distinguish three 
cases. If a1, a2 E Y then 1(ad = 1(a2) hence a1 = a2. If a1, a2 E X 
then g-l(ad = g-1(a2), hence a1 = a2. In the remaining case we have, 
say, a1 E X and a2 E Y. Then g-1(a1) = 1(a2), hence a1 = g(1(a2)) = 

ip(a2) E ip(Y) ~ Y. Since the result a1 E Y contradicts X n Y = 0, this 
case cannot happen. We have seen that in all cases head = h(a2) implies 
a1 = a2, that is, h is one-to-one. Let bE B be given. We put a = g(b) and 
distinguish two cases. If a E X, then h(a) = g-l((1) = g-l(g(b)) = b. If 
a tf- X then a E Y, hence a E Yn for some n > O. (a E Yo is impossible since 
a E g( B) = X(d It follows that a E :.p(Y,,- d, hence a = ip(Y) for some 
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Y E Y. Now g(h(y)) = g(f(y)) = 'P(y) = a = g(b) and since 9 is one-to-one, 
h(y) = b. We have found a source for b in all cases, so h is "onto." This 
completes the proof of the theorem. 

Well, in spite of what you may think, the work you have done in this book 
will allow you to follow the steps in this proof if you are willing to spend the 
time. But unless you spend a considerable amount of time after that, you 
will never either find or understand the idea behind all these manipulations. 
The endeavor to dig out and state simply the crucial idea behind the proof 
is, I believe, the effort to which you must discipline yourself next. It is hard 
not to stagger over the finish line of understanding the mechanics of this 
proof and immediately swear off ever thinking about it again, but you'll 
never understand (as opposed to follow the steps in) the proof if you don't. 
Your goal should be to get to some idea like this (again from Ref. [6]): 

Partition A as A = Xu Y, and take h to be f on X and g~l 
on Y. By choosing the partition wisely, we hope to make the 
function h well-defined, one-to-one and "onto". 

Diligence in looking for this sort of idea (something like the "top-down" 
approach in computer programming - see Ref. [6] for a discussion) in 
proofs you read and identifying the idea in proofs you discover is the next 
step. 

A more traditional answer to "\Vhat next?" would surely be "Read How 
To Solve It, by P6lya" [5]. It is beyond doubt that this classic book is full of 
good habits to acquire, or that it strikes a chord with many mathematicians 
as a perfect description of what we do, or that teachers of mathematics 
are filled with hope for its effects on their students. Every mathematician 
or would-be mathematician ought to read it, and you should. But you 
should be aware as well that its prescriptions may be too vague and general 
(however intuitively correct) to follow unaided. For example, in a list of 
suggestions and in a few pages here and there P6lya discusses making an 
example. Chapter 1 of this book is the expansion of this into something my 
students found concrete and detailed enough to use in practice. 

There is another issue to be considered for "What next?" as well, and that 
is how to control all these various techniques you may learn. A beautiful and 
enlightening discussion of these problems is in Schoenfeld's Mathematical 
Problem Solving [7]; very briefly, you run into the problem of choosing wisely 
and then continually monitoring your progress with the various techniques 
and approaches at your disposal. If you've ever (who hasn't) wasted large 
amounts of time on an exam or in your room following a blind alley to the 
exclusion of all else, you've experienced one of these problems. Similarly, if 
you tend to dive into calculations before you know what you are going to do 
with them, you've experienced another. Someone once said that the three 
most embarrassing questions to ask of a student working on a mathematics 
problem are "What are you doing?", "Why are you doing it'?", and "What 
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are you going to do with it when you get it'?" One change that might 
improve your problem-solving skills is to make sure you are answering those 
questions internally all the time. 

Schoenfeld's book is fascinating and important reading for any teacher 
of mathematics (and perhaps any mathematician); it is, however, mostly 
research oriented and by no means a self-improvement book. One place to 
find some exercises and a thorough discussion of ways to improve higher
level problem-solving and proof skills is in the material of the McMaster 
Problem Solving Program, at least some of which was written by D. R. 
Woods of :~vlcl'vIaster University. Many of the exercises are perfect for work 
with a partner intereHted in the same sort of improvement. 

The final, most general, prescription for getting better at proving things 
is to do lots and lots of good mathematics. The material in this book is 
intended to clear the decks so you can. Go to it. 



4 
Laboratories 

The point of the following sections is to give you a chance to practice the 
skills from previous chapters on the sort of introductory material basic to, 
and often constituting the first part of, many upper-level undergraduate 
courses. You need to learn this material (if you don't know it already, and 
a more active style of reading may show you that you don't know it as well 
as you thought); you need to practice the skills of active reading and of 
proof discovery. The point of these remarks is to call to your attention this 
somewhat unusual double set of goals, so that you monitor your activity 
with respect to both of them. 

4.1 Lab I: Sets by Example 

The language of and standard operations on sets are part of the toolbox of 
every mathematician. In part this is because of their usefulness and even 
necessity: one wants to talk about collections of various kinds (points in the 
plane, functions, real numbers) all the time, and to be able to manipulate 
those collections in sensible ways (for example, to merge two collections into 
a single new collection). In part, however, the central position of sets is a 
holdover from the past. In the late 1800s and early 1900s the mathematical 
community embarked on an ambitious program to make mathematics rig
orous. In particular, it was hoped that, starting with a few "primitive" or 
"undefined" terms and some axioms about them, one could produce all of 
mathematical theory from these humble beginnings. Further, it was hoped 
that one could prove that the resulting system was consistent (that is, free 
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of contradictions) and complete (that is, every true theorem was provable). 
For most mathematicians, the undefined starting point was "set". 

Early on it became clear that there were subtle obstacles in the way, 
and that following intuitive notions about the formation of sets created 
problems (see the brief discussion of Russell's paradox in Section 4.3). Only 
later did the whole program come screeching to a halt with the theorems 
of Kurt Codel showing that the program was doomed, in the sense that 
consistency and completeness cannot be guaranteed for any system rich 
enough to do ordinary mathematics. 1 'What is somewhat surprising is that, 
for most working mathematicians, life goes on rather as before. vVhile it 
is understood intellectually that consistency isn't provable and that the 
theorem we're hunting may be true but unprovable, in spite of that on 
some psychological level we view mathematics as built up from sets in 
some logical fashion and tend to behave as if everything were really all 
right. 

vVe won't do axiomatic set theory here; a standard reference for a some
what more formal set theory than that introduced here (but still a presen
tation aimed at a general mathematician, not a student of axiomatic set 
theory) is Halmos' Naive Set Theory [12]. We do take as undefined notions 
set and member, and form sentences like "x is a member of X" without 
further inquiry. The reason for undefined terms is, of course, to avoid circu
larity; a diligent pursuit of any definition in the dictionary will eventually 
produce some circle like "A set is a collection; a collection is a family; a 
family is a set" and we wish to avoid this. There is a lot of duplicate lan
guage, too; we say a member of a set is an element, and say "is an element 
of" instead of "is a member of," and use the words family or collection as 
synonyms for sets. The notation for "is an element of" is "E," so x E A 
means x is an element of A. 

vVe wish a set to be determined by its members, and the way to do this is 
to declare two sets to be equal exactly when they have the same members. 
(We'll call it a definition, although more properly it is an axiom.) 

Definition 4.1.1 The sets A and B are ~®J.J:l and we write A = B if every 
member of A is a member of B and every member of B is a member of A. 

We write A i- B if A and B are not equal. 

4.1: 

It follows easily that one way to describe a set completely is to list its 

lThe story is too complicated to go into here but makes fascinating reading. 
Three possible references are [8], [9]. and [10]. A delightful one, if you can obtain 
it, is [11]. 
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members, and the standard notation is to enclose that list in left and right 
set brackets "{" and "}." So, for example, {I, 2, 3} is a familiar set. 

4.2: 

Since what is important is membership, the order of the listing and repe
titions within the listing are unimportant. 

4.3: 

The production of sets by listing is feasible only for small sets. Since we 
are working informally, it should be no surprise that we cheat a little and 
write sets in which the list is only indicated and not really written, such as 
{I, 2, 4, 8,16, ... , 1024}. Goodwill on the part of author and reader usually 
works just fine. 

4.4: 

This way of describing sets is clearly inadequate for large and/or compli
cated sets, and so one is allowed as well to build sets by giving a condi
tion for membership: everything that satisfies the condition is in the set, 
and everything that does not is not. (It might be well to recall from Sec
tion 1.3 the informal discussion of condition.) The notation has the form 
"{ x: (condition on x) }." So, for example, {x: x is an even integer } is 
another familiar set. Of course, there is nothing special about the letter x. 

4.5: 

Of course, two sets might be equal, but there are many other possibilities, 
as well as other sets we might wish to form from the original two. Below 
are some definitions and theorems that deserve thorough exploration. 

Definition 4.1.2 Given sets A and B we say A M g, subset Qj B (or A M 
contained in B) and write A ~ B if every element of A is an element of 
B. 

Theorem 4.1.3 For any sets A and B, A = B if and only if A ~ Band 
B~A. 

Definition 4.1.4 Given sets A and B we define their intersection A n B 
to be the set of all elements in both A and B. 
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Definition 4.1.5 Given sets A and B we define their union Au B to be 
the set of all elements either in A or in B. 

(Recall for this last definition that the use of "or" is inclusive (see Section 
3.2).) 

4.6: 

Your preliminary explorations done, there are two points to be made. First, 
it is crucial to make clear the distinction between "is an element of" (E) 
and "is contained in" (~). This is deceptively easy with basic examples 
of sets: nobody is likely to say 1 ~ {I, 2, 3}, and although the incorrect 
{I} E {I, 2, 3} is more common it is still easy to avoid. But it is possible, 
and turns out to be necessary, to talk about sets whose elements (or some 
of whose elements) are themselves sets. One way to work through this 
confusion once and for all is to consider the following set: 

{I, {I}}. 

Determine all objects that are elements of this set and all sets that are 
subsets of it, and understand clearly why. For one of these tasks you will 
need the set with no elements at all (the emQty or null set), denoted 0. 

4.7: 

The second point to be made is that there is a standard way to draw 
pictures of sets called Venn diagrams (which you may already have known 
and used above). For two general sets A and B or three sets A, B, and C 
the diagrams are as below: 

A 11 

Note that in the second picture all possibilities of membership in none, 
one, any two, or all three of the sets have an associated area. Think a little 
about what diagram would be needed for four sets. 

4.8: 
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(By the way, we have moved without saying so explicitly to considering 
intersections or unions of more than two sets. Think for a second about 
how to make these definitions for four sets, say.) 

4.9: 

Finally, make sure that you have explored the definitions of union, inter
section, and subset using Venn diagrams. (The exercises will contain more 
definitions to play with, but what we have is enough for now.) 

4.10: 

One important aspect of sets is that they are unordered collections, but 
ordered pairs are essential for a lot of mathematics and if one really wants 
to get to all of mathematics starting from sets this transition must be 
made. Recall that the defining property of the ordered pair (".) is that 
(a, b) = (c,d) if and only if a = c and b = d. In particular, (3,5) =f:. (5,3), 
and so defining the ordered pair (a, b) by (a, b) = {a, b} is doomed to failure. 
Take a little while to try some ideas of your own (in part so that when you 
see the trick, you are properly impressed). 

4.11: 

If you weren't successful, don't worry - most people aren't. The following 
definition deserves admiration for its ingenuity. 

Definition Define the ordered pair ( a, b) by ( a, b) = {{a}, {a, b} }. 

(It was on the tip of my tongue too.) What needs to be verified is that 
this complicated looking thing actually satisfies the needed property about 
when equality of two ordered pairs holds. One direction is easy; the other 
is a good exercise in containments and proof by cases but requires care. 

4.12: 

This definition in hand, it is natural to form the collection of all ordered 
pairs with first element in some set A and second in some set B. 

Definition 4.1.6 Given sets A and B, define their Cartesian product (de
noted A x B) to be the set 

A x B = {(a, b) : a E A and bE B}. 
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4.13: 

4.1.1 Exercises 

4.14: Here's a definition to explore: 

Definition Given sets A and B, define their sfjJJerence A - B by A - B = 
{x: x E A and x rt. B}. 

Can you use this new set to express A as a union of two sets involving B? 
Can you express A U B or A n B in some interesting ways? 

4.15: Sometimes all the objects under discussion are members of some 
fixed large set. In this case one sometimes considers a universal set U, and 
then one can define the complement of some subset A of U (denoted A') 
by A' = U - A. Explore, including finding some formulas involving union, 
intersection, and complementation. For example, what is the complement 
of Au B? 

4.16: The following definition is sometimes useful. 

Definition Given sets A and B, define their §.ymmetric sfjJJerence A.6.B 
by A.6.B = (A - B) u (B - A). 

4.17: Exercise your ingenuity to produce a definition of an ordered triPill 
(a, b, c), with the property, of course, that (a, b, c) = (d, e, f) if and only if 
a = d, b = e, and c = f. 

4.18: This exercise concerns the problem of how to count the number of 
elements in a union. Let's denote the number of elements in the set A by 
#A. Convince yourself first that the formula #(A U B) = #A + #B is false 
in general. Since this formula sometimes works, though, it is natural to try 
to throw in a fudge factor to fix it. Its difficulty is that some elements are 
counted twice (once as a element of A and once as an element of B) by 
the right hand side of the proposed formula. We would like to subtract off 
this overcounting. The number of elements in what set is the right thing 
to subtract? 

Now pass on to consideration of #(A U B U C). Begin with the formula 
#(A U B U C) = #A + #B + #C (false in general), and throw in fudge 
factors as before. But more care and ingenuity is required! What we are 
playing with is some simple cases of the law of Inclusion-Exclusion, a part 
of the branch of mathematics called combinatorics. 



4.2 Lab II: Functions by Example 123 

4.2 Lab II: Functions by Example 

If you are like many students, even students of mathematics, your notion of 
"function" is best described as a mess. This stems mostly from the fact that 
you have been given, at various times, lots of non-definitions of function 
that were, in the opinion of some teacher, good enough for the particular 
task at hand. One standard approach is to define a function as "a rule or 
correspondence that associates with each element of the domain one and 
only one element of the range," which is a non-definition because rule and 
correspondence are both undefined. Another approach is to lead you to be
lieve, explicitly or implicitly, that functions are things given by formulas, 
so f (x) = x2 is a completely typical function. You may have seen "function 
machines" or "input/output devices." Whatever the approach, the lack of 
an adequate definition was almost certainly obscured by a horde of exam
ples from which you were supposed to figure out what a function was even 
if we didn't quite tell you. This was probably accompanied by a lot of hand 
waving and a good deal of smiling (when teachers smile too much, we're 
usually hiding something). Along the way was introduced some notation 
whose meaning is blurred, such as the difference between "1" and "f(x)": 
which is correct, "the function 1" or "the function f(x)," and does it mat
ter? And, almost worst of all, you have probably seen a correct definition 
of function comparatively recently; psychologists study with great glee the 
cognitive difficulties of a person with several contradictory definitions of a 
concept, such as which definitions are selected for use in what situations, 
what happens when two are in use at the same time and they conflict, and 
so on. 

We will give in this section a correct definition of function. The major 
task, with you as a forewarned and active participant, is to reconcile with 
the proper definition those parts of what you already have that are at 
least pieces of the truth, and to expose and eliminate those that are really 
troublesome. This places on you a special burden of active exploration. 

Definition 4.2.1 Given sets A and B, a function f from A to B is a 
subset of Ax B (that is, a set of ordered pairs with first element from A 
and second from B) with the property that each element a E A occurs as 
the first member of an ordered pair in f exactly once (that is, once and only 
once). The set A will be called the domain of f and denoted domain(f), 
and the set B the codomain of f and denoted codomain(f). 

Please observe that this definition makes a function a set. Pretending for 
a moment that this was the definition of something not called "function," 
explore thoroughly. 

4.19: 
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There's another familiar notion that deserves exploration. 

Definition 4.2.2 Given a function f from domain(J) to codomain(J) , the 
mng§. of f (denoted mnge(J)) is the subset of codomain(J) consisting of 
those elements that occur as the second element of some ordered pair in f. 

4.20: 

Let's also note that if you have read previous discussions of relations (see 
Exercise 1.20 and following, among others) or functions (see Exercise 1.65 
and following), it will be easy to recognize this as a special sort of relation. 
If you haven't read these no harm will be done; if you have, you might look 
back at them now. 

4.21: 

We now begin the process of reconciliation with the past. First, you may 
be used to using f to stand for a function, but not thinking of it as a set of 
ordered pairs. You may gain a little perspective on this by finding exactly 
what noun f really is in your working definition. Next, you are used to 
notation like "f(x)" or "f(2)"; where does this come from"? The following 
(notational) definition makes this precise. 

Definition 4.2.3 Suppose f is a function from domain(J) to codomain(J). 
For each element .1' of domain(J)! define f (x) to be the (unique) element 
of codomain(J) such that (x, f (x)) E f· 

Translate each of the examples from your exploration above into this no
tation. 

4.22: 

Here's another formulation of function you probably encountered. Early in 
your mathematical career, perhaps when you were first learning to graph 
functions, you may have run into a function as specified by a table of values: 

x f(x) 
a 2 
b 3 
c 2 

(we used this device for specifying "small" functions in Section 1.6.1). A 
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little thought will convince you that this is a presentation extremely close 
to the formal definition using ordered pairs. 

4.23: 

However, there is one catch. You probably used a table of values approach 
in graphing even when the function in question had a very large domain 
(say, all real numbers - remember how you used to graph functions by 
plotting points and playing connect the dots?). It is vital to realize that 
the tables you produced then corresponded to a few of the ordered pairs in 
the proper definition, and that the function was much more than the few 
pairs you chose to write down. The function is the set of all its ordered 
pairs, not some few you happened to select as being easy to compute. But 
with this understood, the table of values approach is practically identical 
to the ordered pairs definition. To nail this down, what would the table 
of values and set of ordered pairs be for the usual square function you 
described as f(x) = x 2 ? 

4.24: 

The discussion above moves us to another obstacle, which is how to rec
oncile the "function as formula" with "function as set of ordered pairs." 
To cope with this we first have to repair some damaged language. Many 
mathematicians, and hordes of students, write things like "the function 
f (x) = x 2 ." This language is wrong, because "f (x)" is not a function, it 
is the value of the function at x, or, in ordered pair language, the second 
element of the ordered pair in the function whose first element is x. The 
language is really an abbreviation for "the function f given by f(x) = x 2 

for all x in domain(f)." The symbol "f" denotes the function, and "f(x)" 
denotes the value of f at x. When this language is used properly, it puts 
you in the following funny position: even if you have a function that you 
wish to call f, which is given by a formula, you cannot tell me about the 
function using only the name f, because there is no way to write down the 
needed formula. Try it. 

4.25: 

Using the language carefully places stress on the following crucial fact about 
functions: 

To define a function is to specify its values completely. 

To say that a function f is specified by a formula is then simply to say 
that you have a way to compute the value f (x) (that is, the value of f 
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at x) via some formula. This can be said equally well in terms of ordered 
pairs; suppose the formula you have in mind gives the value of f at x to 
be f(x) = x 2 + 3x + 1, and that you have in mind that the domain is the 
set of real numbers. The ordered pair definition is then as follows: 

f = {(x,y): x E Rand y = x 2 +3x+ 1}. 

Or, even better, but hard to see the first time, 

f = {(x, x 2 + 3x + 1) : x E R}. 

Do some good practice of moving from the formula definition of some 
functions to the ordered pair definition and vice versa, and work hard at 
writing sentences in which the distinction between f (the name of the 
function) and f(x) (the value of the function at some point) is clear. 

4.26: 

Aside 

At this stage a small internal voice is probably grumbling, "I've gotten along 
fine without worrying about all these details, and so what if I called the 
function f(x)? Nobody was upset except the professor! Does it really make 
any difference?" A fair answer is probably to say that you have gotten 
along (perhaps with more confusion and obstacles than you recognized), 
but mostly because most of the functions you were working with had the 
real numbers as both domain and codomain. In upper-level mathematics 
you will have, sooner or later, to talk about functions whose domain and 
range are other things, perhaps even themselves sets of functions. If you 
don't have the distinction between function and value clearly in mind, and 
expressed with appropriate notation, this is impossible. And there are other 
situations in which this confusion, even if not deadly, will be frustrating 
and inhibiting even if you can't quite identify what the problem is. 
End Aside 

'With the past and present in agreement (we hope), here are some def
initions to explore. They are given in terms of the ordered pair notation 
for functions, but after you have explored them this way, you are strongly 
encouraged to put them into the f(x) notation and explore them all over 
again. 

Definition 4.2.4 A function f is 1JJjective (alternatively, one-to-one) if 
each element of codomain(f) is the second element of at most one ordered 
pair in f. 

We sometimes sayan injective function is an illjection. 
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Definition 4.2.5 A function f with codomain B is §jf[jective on B (al
ternatively, onto B) if each element of B occurs as the second element of 
an ordered pair in f at least once. If the codomain B is understood, we 
sometimes simply say that f is §jf[jective or onto or that it is a §jf[jection. 

Definition 4.2.6 A function f with domain A and codomain B is said 
to be a Qjjective function between A and B (alternatively, a one-to-one 
correspondence between A and B or a Qjjection between A and B) if it is 
both injective and surjective on B. 

4.27: 

There are several ways to draw pictures to help understand functions. One 
is the sort of diagram used in Section 1.6.1 and reproduced below: 

We may as well deal with the graph of a real-valued function as well. 
Observe that the graph of a real-valued function f is simply a plot of all 
the ordered pairs in f. Explore a little with these two sorts of pictures. 

4.28: 

These tools in hand, we may return to definitions. 
The definition of composition of functions generally is troublesome when 

first encountered, but the ordered pair definition of function actually makes 
things easier. 

Definition 4.2.7 Suppose f and g are functions satisfying the equation 
range(J) <:;; domain(g). Then the function g 0 f (the comJ2.osition of g and 
f) is the function 

go f = {(a, c): there exists b so that (a, b) E f and (b, c) E g}. 
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Alter you are comfortable with this on its own merits, one part of your 
exploration ought to be to reconcile this approach to composition with the 
more familiar notation. In particular, what are "e" and "b" in terms of a 
in the usual notation? Also, make sure to draw some pictures. 

4.29: 

There's another definition that the ordered pair formulation of function 
actually makes easier for most people, which is the definition of inverse 
function. Recall that, intuitively, the inverse of a function I from A to B 
is some function that goes from B to A and "goes backward" or "undoes 
the action of I." Since a function is a set of ordered pairs in A x B, surely 
if we simply assemble the collection of all the "reversed" ordered pairs in 
I we will at least get something of the right general sort. Explore this for 
a while, with two questions in mind: does the object you get by doing this 
seem to be the right candidate for an inverse, and what conditions do you 
need on I to make sure that the object you get is actually a function? 

4.30: 

You now ought to be able to write a proper definition of inverse function, 
with the appropriate conditions on I to ensure it actually has an inverse 
function. Recall that the inverse of I, if it exists, is denoted 1-1. 

4.31: 

Finally, does the object you defined have the desirable (actually, essential!) 
properties that 1-1 0 I is the identity function on domain(J) and 1 0 1-1 
is the identity function on range(J)? (The identity function on a set S is 
the function is = {(x, x) : XES}, which may need its own exploration.) 

4.32: 

4.2.1 Exercises 

4.33: Suppose you are given sets A and B and a function I from A to 
B. There is also a set C and some function h from A to C on which you 
get to put some condition or conditions; the question is, what condition is 
required on h so that you may (always, no matter what I is) construct a 
function g from C to B so that I = go h? Explore with examples (pictures 
are useful) to come to a conjecture. 
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4.34: Suppose you are given sets A and B and a function J from A to B. 
There is also a set C and a function 9 from C to B on which you get to put 
some condition. The goal is to make a guess as to what property 9 must 
have so that (for any 1) you may always find a function h from A to C so 
that J = go h. 

4.35: Suppose you are given nonempty sets A and B. What does a function 
with domain A x B and range A look like (be careful!)? What about range 
A x B and domain some set C? What about a function from A x B to 
C x D? These in hand, construct a surjective function from A x B to A. 
Construct an injective function from A to A x B. Construct a bijection 
between A x Band B x A. In these cases, "formulas" really are possible 
and desirable. 

4.36: We consider in this problem the collection of functions from R to R, 
where R denotes the real numbers. Define addition on this collection by, 
given J and g, defining J + 9 by (J + g)(x) = J(x) + g(x) for all x E R. 
Translate this definition into ordered pair notation and explore a little. Can 
you find an identity element and inverses for this addition? 

4.37: In the past you may have talked about the restriction of a function; 
using the language of that time, you "kept the same rule/formula but used 
a different (smaller) domain." Suppose we have a function J from A to B, 
and we wish to consider its restriction to some different domain Al ~ A. 
It turns out that with the definition of function as "set of ordered pairs," 
this restricted function is expressible as a simple intersection of two sets. 
Express it! 

4.3 Lab III: Sets and Proof 

The purpose of this section is to use formal language, especially quantifiers, 
to make precise the definitions of various set operations. The definitions 
given in Section 4.1 talked around quantifiers, and that's good enough for 
some purposes but not for proofs. For example, the set builder notation 
described there, in which a set is specified by a condition, says really that 
one may build sets by forming 

{x: P(x)}, 

where P(x) is a statement form in x. 2 Observe also that there is an implicit 
universal quantifier, which actually shows up if the notation is read aloud: 

2This is still imprecise: P must be a statement form in which x is the only 
"free variable," so something like {:r : X = y2} is disallowed because y is another 
variable. Something like {x : :3y(x = y2)} is allowed, because y is a "bound" 
variable (bound by the quantifier :3). We won't go into bound and free variables 



l:m 4. Laboratorie;; 

the above is the set of all x satisfying P( x), not just some of them. 
This device of forming a set by selecting all things satisfying a condition 

(or making a statement form true, or having a property - same thing) is 
extremely natural. \Ve want to be able to form the set of all odd numbers, 
or all continuous real-valued functions. and so on, and it seems reasonable 
to do so. But it turns out that allowing this much power by being able to use 
any P creates difficulties. Russell's Paradox is an example of what can go 
\vrong. Consider the statement form P given by x rt x. This is a statement 
form in the one variable :r, and although it seems unusual that a set could 
possibly be an element of itself the statement form is perfectly fine. Well, 
we may then form the set 5 from this condition by 5 = {x : x rt :r}. A 
suspicious mind then might ask, is 5 E 57 Or is 5 rt 57 Surely one or 
t he other must be true. Examine both possibilities until you see that each 
leads, directly from the definitions, to a contradiction (hence the paradox). 

4.38: 

This paradox (introduced by Bertrand Russell in 1901) and some others 
exposed some of the obstacles mentioned in Section 4.1 to a straightfor
ward and consistent development of set theory. It turns out that crafting 
a set of axioms for building sets that allows you to get the sets you want 
but excludes objects like the one above is delicate. There are various ap
proaches, and the history makes good reading. One approach is to allow 
this sort of formation of a set by a condition as long as what you really 
form is the subset of a known set satisfying the condition. You then give 
yourself some fairly conservative rules for building up a family of sets you 
know are safe, and then off you go (the reader is again referred to Halmos' 
Naive Set Theory [12]). Of course, Godel's theorems later showed that you 
couldn't guarantee consistency anyway, but the workers of the time were 
at least able to build (various) systems that excluded known paradoxes. 
\Ve won't worry further about these matters, since it is likely that none of 
the sets you will actually try to form in practice really encounters these 
difficulties. 

Given a set A the expressions x E A and x rt A are clearly statement 
forms. Therefore, the following formal versions of the definitions in Section 
4.1 are immediate. 

Definition 4.3.1 We say two sets A and B are ~(]1IS!d! and write A = B, 
ifVx(x E A {o?:1' E B). 

Definition 4.3.2 Given sets A and B we say A 12. t] subset Q[ B (or A 12. 
contained in B) and write A <:;;; B ifVx(x E A =} x E B). 

here, but a rule of thumb test for a legal P is to ask whether the substitution of 
any allowed value for x results in a statement, and not just a statement form. 
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Definition 4.3.3 Given sets A and B we define their intersection A n B 
by An B = {x : x E A and x E B}. 

Definition 4.3.4 Given sets A and B we define their union A U B by 
A U B = {x : x E A or x E B}. 

Definition 4.3.5 Given sets A and B. define their Cartesian 12TOduct (de
noted A x B) to be the set 

A x B = {(a, b): a E A and b E B}. 

(More definitions are to be found in the exerci8e8 in Section 4.l.1; their 
quantified forms are already displayed there.) 

We'll shortly con8ider expressions containing mixed unions and intersec
tions of sets, which raise8 the usual "order of operation8" questions: should 
An B U C be interpreted as An (B U C) or (A n B) U C? We will 8imply 
avoid this difficulty by using parenthese8 so no ambiguity result8. 

The exercises following give some of the many results of what is some
times called the algebra of 8ets; other results will sugge8t them8elves from 
these. All deserve exploration, especially with Venn diagrams, as well as 
proof. 

4.3.1 Exercises 

4.39: Prove that A = B if and only if A <;;:; Band B <;;:; A. It is worth 
remarking that this is a result often (very, very often) used to prove that 
two sets are equal. 

4.40: (Distributive Law8) Prove that An (B U C) = (A n C) U (A n C) and 
Au (B n C) = (A U B) n (A U C). 

4.41: (De Morgan's Laws) Prove that A - (B U C) = (A - B) n (A - C) 
and A - (B n C) = (A - B) U (A - C). 

4.42: Prove A~B = 0 if and only if A = B. 

4.43: Prove or disprove each of the following: 

i) Au B = Au C implies B = C, 

ii) (A n B = An C and Au B = A U C) implies B = C, 

iii) A U B <;;:; A n B implies A = B, 

iv) A <;;:; B if and only if A U B = B. 

4.44: Prove that (AUB) xC = (A x C) U (B x C). Determine and prove at 
least one more relationship involving set operations and Cartesian products. 
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4.45: Here's a definition of a set that careful axioms of set formation do 
allow you to form (and know is a set). 

Definition 4.3.6 Suppose A is a set. Define the Rower set of A, which we 
denote by P(A). by 

P(A) = {X : X <:;:; A}. 

In dealing with power sets, it is worth holding tightly to the fact that 
X E P(A) if and only if X <:;:; A. 

Prove the following: 

i} A <:;:; B if and only if P(A) <:;:; P(B), 

7>i} P(A) U P(B) <:;:; P(A U B). 

Determine the relationship between P(A) n P(B) and P(A n B) and 
prove it. 

Prove that P(0) = {0}. 

4.46: Prove that if the number of elements of a set S is (a positive integer) 
TI, then the number of elements of P(S) is 2n. 

4.4 Lab IV: Functions and Proof 

Recall that we defined a function f from A to B to be a subset of Ax B 
with the special property that each element a of A occurs exactly once 
(once and only once) as the first member of an ordered pair in f. This is 
perfectly correct and is adequate for constructing examples. It turns out 
to be hard to use to prove things, though, since "exactly once" is in fact 
a way of avoiding the use of quantifiers; if we make these explicit, proofs 
turn out to be easier to do mechanically. 

In uncovering the hidden quantifiers it is useful to separate "exactly 
once" into "once and only once" and deal with each piece separately. Let's 
start with "once": how can you use quantifiers to say that each element of 
A occurs once as the first member of an ordered pair in f? 

4.47: 

If that seems tricky, it's because it is. In English when we say "once" we 
really usually mean "once and only once" (when I say once, I don't mean 
twice). What turns out to work here is to turn "exactly once" into "(at least 
once) and (at most once)." It is confusing but true that mathematicians 
use "once" for the first of these and "only once" for the second. So the first 
task is really to figure out how to say that every a in A occurs at least once 
as the first member of an ordered pair in f. 
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4.48: 

It is even harder to figure out how to say "only once," meaning "at most 
once," using quantifiers unless you have seen the trick. The way somebody 
clever figured out how to do this was really to say the following: if it ap
pears to happen twice, then the two apparently different occurrences were 
actually the same. Take a shot at expressing, using quantifiers, that every 
a in A occurs as the first element in an ordered pair in f at most once. 

4.49: 

It isn't easy, but at least it can be done. We should note along the way that 
this is exactly the strategy for expressing the idea that something "exists 
and is unique." To say that something exists is to say that there is at least 
one. While it isn't quite normal English to say that "unique" means "at 
most one" (when was the last time you said something was unique when 
you knew there weren't any?), it is true that the combination of "at most 
one" and "at least one" gives you the result "exists and is unique." This 
may even have been the definition of function as set of ordered pairs you 
saw: a set of ordered pairs in which every element of the domain occurs as 
the first element of a unique ordered pair in f. 

Aside 

This trick appears frequently and is worth remembering. For example, you 
learned long ago that limits were unique if they existed. Just for practice, 
figure out how to express that using quantifiers. 

4.50: 

Also, you may see the proof in Exercise 2.18 for another example of this 
trick. Finally, you might compare this with the approach used in the Hint 
for Exercise 3.27 to say that there exist distinct (things). 
End Aside 

We may finally give a careful definition of function with all quantifiers 
fully displayed. 

Definition 4.4.1 Given sets A and B, a function f from A to B is a 
subset of Ax B with two properties: 

i) Va(a E A =? ::Jb((a,b) E f)), and 

ii) Va((a E A and (a, b) E f and (a, c) E f) =? b = c). 
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The set A will be called the domain of f and denoted domain(f) , and the set 
B the codomain of f and denoted codomain(f). The set {b : :Ja( (a, b) E 1)} 
will be called the rangf of f and denoted range(f). 

Remar k that if we use notation like "\:fa E A ( ... )" these can be expressed 
more neatly. 

4.51: 

The next task is to turn all this into the standard function notation involv
ing f(x). 

4.52: 

The two other standard definitions coming along with that of function are 
iDjective and §.llijective, which were given in correct but unquantified form 
in Section 4.2. Give their forms with quantifiers fully displayed (in both 
ordered pair and "function" notation). 

4.53: 

It's worth stressing that to prove a function is surjective you are inevitably 
in an existence proof and will have to produce something; to prove a func
tion is injective you will have to assume that two things are present and 
show they actually coincide. 

The definitions of composition of functions and inverse function are so 
straightforward we'll save you the trouble and write them down. 

Definition 4.4.2 Suppose f and g are functions satisfying the equation 
range(f) c:;; domain(g). Then the function 9 0 f (the composition of 9 and 
f) is the function 

go f = {(a, c) : :Jb((a, b) E f and (b, c) E g)}. 

Definition 4.4.3 Suppose f is a bijection from A to B. Then the set 
{(b, a) : (a, b) E j} is a function from B to A (in fact, a bijection), which 
we call the inverse of f and denote f- 1 . 

(,WARNING: did you check that the given set actually did possess the 
properties needed to be a function'? If not, you stand convicted of lazy 
reading.) 

4.54: 
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The first of the exercises below is to prove that this f- 1 has the required 
properties to be the "inverse." 

4.4.1 Exercises 

4.55: Suppose f is a bijection from A to B, and f- 1 is defined as above. 
Then Va E A((f-l 0 f)(a) = a) and Vb E B((f 0 f- 1 )(b) = b). 

4.56: We have defined a function as a set; we have defined when two sets are 
equal (see Section 4.3); we therefore have defined when two functions are 
equal. Prove that our definition coincides with the following: two functions 
f and 9 are equal if domain(f) = domain(g) and Vx E domain(f)(f(x) = 

g( x)). Please note that "same formula" appears nowhere in here, nor is it 
going to. 

4.57: A generalization of the idea of function from A to B is that of a 
relation from A to B. We give the definition here, but note that you've seen 
this definition before in problems from Section 1.2.1 and several sections 
following. 

Definition 4.4.4 A relation from A to B is a subset of Ax B. 

(If A and B are the same, we sometimes say we have a relation "on A.") 
There are four conditions one might put on a general relation R: 

1. Each element of A appears as the first element of at least one ordered 
pair in R, 

2. Each element of A appears as the first element of at most one ordered 
pair in R, 

3. Each element of B appears as the second element of at least one 
ordered pair in R, 

4. Each element of B appears as the second element of at most one 
ordered pair in R. 

Which conditions on a relation guarantee it is a function? An injective 
function? A surjective function? How would you define a §illjective relation? 
An illiective relation? Here's one more definition. 

Definition 4.4.5 Given a relation R from A to B, the relation given by 
{( b, a) : ( a, b) E R} is called the inverse relation for R and denoted R- 1 . 

Which conditions on a general relation R guarantee that R- 1 is an injective 
relation? That R-1 is a function? That both Rand R- 1 are functions? Give 
proofs of your answers. 

Finally, define the composition ofrelations and find, with proof, R 0 R- 1 . 
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4.58: Suppose f and g are functions such that the composition go f is 
defined. Prove that if f and g are injective then g 0 f is injective, and 
that if f and g are surjective then g 0 f is surjective. Thus injectivity of 
the individual functions is sufficient for injectivity of the composition; is it 
necessary? What about for surjectivity? 

4.59: Suppose that we are considering subsets of some fixed universal set 
U. 

Definition 4.4.6 Let A be a subset of U. The function XA with domain 
U and codomain {O, I} is defined by 

( 4.1) x fit' A, 
x E A. 

The function XA is called the characteristic function of A. 

Note that this definition really defines a whole family of functions with 
common domain U, one function for each subset of U. Prove that A = B 
if and only if XA = XB· Prove that XAnB = XA . XB· 

4.60: Suppose that A and B are sets. Find an explicit bijection between 
A x Band B x A, and prove that it is one. 

4.5 Lab V: Function of Sets 

Functions are defined by their values, and it is often productive to think 
about a function f as mapping each element in the domain A to a unique 
element of some codomain B. One might describe this as saying that func
tions act "pointwise." Sometimes, though, one wants to consider some sub
set S in the domain and its image under f (that is, the collection of elements 
of B which are f(a) for some a E S). Less obviously, the pre-image under f 
of some set C contained in B is of interest, consisting of all those a E A such 
that f(a) E C. In fact, the generalization of "continuous" out of the setting 
of real-valued functions is formulated exactly in terms of the behavior of 
pre-images. 

The above descriptions can be turned into actual definitions with a little 
work, and we record the formal definitions below. 

Definition 4.5.1 Let f be a function with domain A and codomain B. For 
each subset S of A, define f(S) by 

f(S) = {b E B : :3a(a E Sand b = f(a))}. 

We call the set f(S) the imag.f. of Sunder f. 
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Definition 4.5.2 Let f be a function with domain A and codomain B. For 
each subset 8 of B, define f-1(8) by 

f-1(8) = {a E A: 3b(b E 8 and b = f(a))}. 

We call the set f-1(8) the 'J!f§.-imagf of 8 under f. 

It is worth checking that shorter forms (hiding quantifiers) f(8) = {f(a) : 
a E 8} and f-1(8) = {a : f(a) E 8} are in fact correct, although not 
necessarily easier to use in proofs. Also, there are a few trivial propositions 
about f(A), f(0), f- 1(range(f)), and so on, which we leave to the reader. 
More important is to cope with a possible notational problem. Note that 
the definition of pre-image defines the whole symbol "f- 1(8)," and it is 
dangerous to think of this as "the function f- 1 of 8" since f- 1 need not 
even exist. However, if f does happen to be invertible, "f-1(8)" has two 
legitimate interpretations: one is as defined in Definition 4.5.2, which does 
not use the existence of f- 1 ; the other one views f- 1 as a function in its 
own right and uses Definition 4.5.1 as applied to f- 1 and a subset 8 of its 
domain. You should check that the two subsets of A obtained under these 
interpretations coincide, thus resolving the potential ambiguity. 

There are plenty of results summarizing how images and pre-images be
have under the standard set operations; we summarize a few below, leaving 
the proofs to the reader. 

Proposition 4.5.3 Suppose f is a function from A to B. Suppose that A1 
and A2 are subsets of A, and B1 and B2 are subsets of B. Then 

i) f(A1 U A 2) = f(A 1) u f(A2), 

ii) f(A1 n A 2) ~ f(A 1) n f(A 2), 

iii) f-1(B 1 U B 2) = f- 1(B1) u f- 1(B2), 

iv) f-1(B1 n B 2) = f-1(Bt) n f- 1(B2), 

v) Al ~ f- 1(f(A 1)), 

vi) f(f-1(B1)) ~ B 1, 

vii) f- 1(B1) - f- 1(B2) = f-1(B1 - B 2), 

viii) f(A 1) - f(A 2) ~ f(A1 - A2). 

There is another way to view these definitions, which is to regard them 
as definitions of some new functions. Some books call these the induced set 
functions and we can give their definitions in terms of those already made. 

Definition 4.5.4 Suppose f is a function from A to B. We define func
tions F from P(A) to P(B) and Fn from P(B) to P(A) by 

F(8) = f(S), S E P(A), 
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and 
5 E P(B). 

Before we go further, make sure that you understand clearly the domains, 
ranges, and definitions of F and Fn. 

The reason for finding some solid ground is because some books take 
things a step further and use the same name j for both the original func
tion and the induced function we have called F, and use j-1 for what we 
have called Fn. This actually doesn't create problems if one thinks carefully 
but requires context to make clear which use of these symbols is meant. 
For example, the statement V5(f(5) = j(5)) is not trivial if the "j(5)" on 
the left-hand side of the equation is interpreted as that meant by Defini
tion 4.5.1 while the right-hand "j(5)" is interpreted with j viewed as the 
induced set function from P(A) to P(B). The following questions might 
help nail this down: under what interpretations is j a function? What about 
j-1? Which of the following are always defined, and which only sometimes: 
j(a), j( {a}), j-1(b), j-1({b})? 

We'll continue to use the original notation for these induced set functions. 
The question to be asked is, how are properties of j and F related? Injec
tivity, surjectivity, and bijectivity are all fair game. Also, one can fairly ask 
how F and Fn behave with respect to the ordinary set operations (contain
ment, union, and so on). None of the conjectures or proofs is particularly 
hard, but they give good practice in formal proofs and the use of definitions. 

4.5.1 Exercises 

4.61: The first and most important exercise for this section is to critique 
your reading of the section you just finished. There were no icons to inter
rupt your reading when it was time to do something, so that awareness was 
up to you. Did you explore with examples? Did you stop and prove, or try 
to prove, things "left to the reader"? The point is that we are running out 
of chances to get you to change your reading style on a permanent basis, so 
you need to take over the burden. The following is a minimal list of places 
you ought to have stopped and done some active work. 

II CALL TO ACTION I ACTION NEEDED II 
The first paragraph of Example exploration 
informal definitions 
"can be turned into Effort at the formal 
formal definitions" definitions 
The formal definitions Thorough example 

exploration 
Shorter forms of Example exploration 
the definitions 
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CALL TO ACTION ACTION NEEDED 

"a few trivial Explorations and 
propositions" proofs and 

conjectures (for 
example, 11(0) 
is not in the list, 
but you should 
have noticed that 
and considered it) 

"you should check" Actually prove that 
1-1 (S) is the same 
under the two 
interpretations 

"leaving the proof Prove all of the 
to the reader" items in the 

proposition and, 
further, explore 
by example those 
that are containments 
instead of equalities 
to see why 

Definitions of induced Exploration, especially 
set functions thorough in view 

of "Before we 
go further ... " 

The questions in Answers(!) 
the paragraph on 
alternate notation 
for induced set 
functions 
Questions on the Exploration, list 
properties of 1 and F of conjectures, 

proofs 

(Notice that if you actually prove all the things in the proposition and all 
other results suggested, no exercises in these concepts are really needed. The 
next exercise is solely to give you a chance to see whether your collection of 
conjectures about induced set functions was big enough, and whether you 
were thinking when you made them.) 

4.62: Turn each of the results in the proposition into the notation of in
duced set functions and prove a few in that language. Generate, and then 
prove, a correct conjecture about how induced set functions behave on the 
symmetric difference of sets SlD.S2 . Think a little before you prove it; there 
are two approaches. 
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4.6 Lab VI: Families of Sets 

[A \YORD OF 'YARNING: you are on your own for active reading. Show 
your stuff.] 

It is frequently necessary in mathematics to consider some set whose 
elements are themselves sets. To try to indicate which objects are viewed 
as elements, it is common to say a collection of sets or a family of sets. 
There's also often an effort to find a notational distinction between the 
sets that are elements and the big set, like script letters "5" for the big set 
and "A," "B," etc., for the elements. Examples abound: since any function 
is a set. a collection of functions is a family of sets; since a line is a set of 
points, a family of lines is a family of sets: in topology, the family of what 
are called open sets is crucial. \Ye discuss in this section various elaborations 
of this basic idea and the operations needed to work with a family of sets. 

In some sense you have already worked with a family of sets, because 
when you considered A U B you might have thought you were working 
with a set. {A B} (a family of just two sets), although there's no particular 
reason to think of it that way. It should be clear that the complications (if 
any) arise from considering a family that is bigger than that - perhaps 
even infinite. But one might still want to do the same sorts of things one 
did with a family of two sets, like take the union or intersection of all the 
sets in the family. These require some definitions. 

Definition 4.6.1 Let 5 be a family of sets. The anzon of the sets in 5, 
denoted USESS or jast UsS, is the set 

USESS = {x : ::JS(S E 5 and XES)}. 

Sometimes this is called the anion of 5. 

It is straightforward to check that if 5 is a set with two (sets as) elements, 
this gives the ordinary pairwise union. 

You would have been well within your rights to expect the definition of 
intersection to accompany that of union, and what you might have expected 
IS: 

The intersection of the sets in 5 is denoted by nSESs or just nss and is 
defined by 

nSESs = {x : 'VS(S E 5 =? xES)}. 

There is, however, an annoying possibility to be considered: suppose 5 
is the empty set? You should cheek that the union of the empty family 
of sets is empty: U0S = 0. That's fine, but manipulation of quantifiers 
with the above attempt at a definition for intersection appears to show 
that n0S = {everything}, and this is a problem. For one thing, this would 
imply that nQ)s rz. UQ)S, and this is not the way that union and intersection 
ought to work. Much more importantly, as it turns out, as discussed in 
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Section 4.3, there are sets one ought not to try to build if one hopes for 
a consistent system, and this is one of them. It is therefore customary to 
leave the intersection of the empty family of sets undefined (this is rather 
like leaving 00 undefined). Thus the definition is made with this situation 
ruled out. 

Definition 4.6.2 Let S be a nonempty family of sets. The intersection of 
the sets in S is denoted by nSESs or just nss and is defined by 

nSESS = {x : 'VS(S E S =} XES)}. 

We then have the following unsurprising results whose proofs are left to 
the reader. 

Proposition 4.6.3 Let S be any nonempty family of sets. Then 

nsS ~ UsS. 

Proposition 4.6.4 Let S be any nonempty family of sets, and let T be a 
nonempty subset of S. Then 

and 
UTT ~ UsS. 

Corollary 4.6.5 Let S be any nonempty family of sets. Then for any el
ement So of S, 

nss ~ So ~ UsS. 

It turns out that an infinite family of sets can display some counter
intuitive behavior, and in the exercises we ask you to come up with some 
examples of this. In the absence of any assumptions about the elements of 
the family, results other than those above are hard to come by, but two 
important families of sets (where the members are assumed to have certain 
structure) are the measurable sets (in the theory of integration) and the 
open sets (in topology). 

We turn next to another device for dealing with families of sets, which 
is the notion of indexed family of sets. We've seen this before when we 
considered some sets Al and A2 . The intuitive idea is that although both 
of the sets have the name "A," the subscript acts as an index to point to 
different sets. A similar idea is used with sequences of real numbers, where 
we denote a sequence 81, 82, 83, ... and know that the term 82 is not the 
same as 83. In fact, if you have seen a formal definition of sequence, the 
following definition for an indexed family of sets will look a little familiar. 

Definition 4.6.6 An indexed family Q.[ sets is a nonempty family of sets 
S, a set A, and a surjective function f from A to S. For each a in A, we 
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denote the set f( a) by Sa" note that each element of S is Sa for at least 
one a. Each a in A is called an index and f is called an indexing function. 
We usually write S as {Sa: a E A}. 

We will often just write "let {Sa : a E A} be an indexed family of sets" 
for ease of language. Observe that, to avoid difficulty with intersection, we 
assume right from the beginning that the family of sets is nonempty. 

Definition 4.6.7 Let {Sa : a E A} be an indexed family of sets. Define 
the union of {Sa: a E A}, denoted UaEASa or just UASa by 

UaEASa = {x : ::Ja(a E A and x E Sa)}. 

Define the intersection of {Sa: a E A}, denoted naEASa or just nASa by 

Observe that we have now defined the union of "all the sets in a family" in 
two potentially conflicting ways if the family happens to be indexed, once in 
Definition 4.6.1 (don't use the index) and once in Definition 4.6.7 (use the 
index). Check that there is no trouble, since both definitions yield the same 
set, and that the same situation occurs for the definitions of intersection. 

We leave to the reader the verification that the analoges of the two 
propositions and the corollary above about families of sets hold when ap
propriately rewritten for indexed families of sets. The following results are 
the distributive laws (see Exercise 4.40 in Section 4.3.1 for the version of 
these for a family with just two sets). 

Proposition 4.6.8 Let {Sa: a E A} be an indexed family of sets and let 
B be a set. Then 

and 

We leave the proofs to the reader but point out that there is more going 
on than at first appears. The left-hand side of the first equality is surely 
defined, but what about the right-hand side? Well, we are using implicitly 
that there is a second family of sets out there with the same index set A, 
namely the indexed family {Ta : a E A}, where Ta = B n Sa for all a. 
That's not so hard once pointed out, but you should be alert for other 
situations in which an indexed family of sets is defined in passing like this. 

There's a definition that turns out to be more useful than it looks. First, 
it is natural to say that the (nonempty) family {Sa: a E A} is .lli§.ioint 
if nASa = 0. The following definition describes another possible property; 
you should verify that it is in fact not the same as that of being disjoint. 
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Definition 4.6.9 Let {S" : a E A} be an indexed family of sets. We 
say {S(~} is pairwise d:i§joint if, for each pair a and .8 in A with a i=- (3, 
S" n S(3 = 0. 

It should be clear why the requirement a i=- (3 is needed, since the only set 
Sa such that S" n S" = 0 is Sa = 0. But this is also a good place to stress 
that the general definition of indexed family of sets allows repetition of 
sets in the same way that a sequence may have repeated terms. Indeed, an 
extreme example of this is that in which each of the Sa is some common set 
S. In this sense a general family of sets and an indexed family of sets are not 
quite the same thing; the notion of index really does yield something new. 
We warn the reader also that if Al = {I}, A2 = {2}, A3 = {3}, A4 = {I}, 
then {Al' A 2, A 3 , A4} is the same family of sets as {Al' A 2 , Ad (because 
in a set, repetitions are ignored), but not the same indexed family of sets; 
on some occasions, it makes things easier to be a little sloppy about this, 
and pretend that they are the same indexed family of sets (for example, if 
all you care about is their union, sloppiness is not punished). 

A particularly natural set to use as an index set is the set of positive 
integers N. This is useful by analogy with sequences, and one strength of 
the analogy not perhaps obvious is that there is an order on the positive 
integers. The order is of course "<," and while there are various subclasses 
of orders with various sets of properties, "<" on N is as good as it gets. 
It was crucial, and correct, to be able to talk about the first term in the 
sequence, the second term in the sequences, and so on, and that's also 
useful when dealing with a family of sets. By the way, the union UnSn is 
often written U~=l Sn, and the notation U;':=l Sk also stands for something 
useful. 

For example, suppose we have some family of sets {Sn : n E N} indexed 
by the positive integers and we rather wish that we could replace {Sn} 
by another family of sets {Tn} so that UnSn = UnTn but the {Tn} are 
pairwise disjoint. There's a standard way to do this: set Tl = Sl and, for 
each n 2: 2, set Tn = Sn - (U~/ Si). We leave you to check that the Tn 
are pairwise disjoint, and that not only is UnTn = UnSn but in fact the 
stronger property Ui'=l S, = U~'=l Ti holds for all n. A problem to think 
about is how, given a family {Sn : n E N}, one could produce a family 
{Rn : n E N} such that U~'=l Si = U.i~l Ri for all n and the sets Rn are 
increasing, in the sense that n < Tn implies Rn <;;; Rm. 

4.6.1 Exercises 

4.63: Produce a family of sets whose intersection is {O} but none of which 
is {O} itself. Produce an indexed family of sets, indexed by the rational 
numbers (fractions) whose intersection is {O} but none of which is {O} 
itself. Can you produce a finite family of sets whose intersection is {O} but 
none of which is {O} itself? Can you produce a finite family of sets whose 
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intersection is {O} but such that the intersection of any two of them is not 
{O}? 

4.64: The power of having an arbitrary index set, instead of limiting the 
index set to the integers, say, probably isn't apparent. Consider the follow
ing task: suppose we wish to write the set of all polynomials with integer 
coefficients of degree three or less as the union of a family of sets, but we 
wish to do it in a very special way. We wish to be sure that each of the sets 
in the family, say Sa, is such that there is an easy, transparent bijection 
from Sa. to the integers. Here's the way to succeed: for each polynomial 
p of degree two or less, let Sp be the set {nx3 + p( x) : n is an integer}. 
Explore this thoroughly with examples. Now collect all the sets {Sp : 
p has degree two or less} into an indexed family of sets (what is the in
dex set?). Does this family have the required property? You will see this 
idea when you prove that the collection of all polynomials with integer 
coefficients is countable (whatever that is). 

4.65: Suppose you are given two indexed families of sets {Sa: a E A} and 
{Ta : /3 E f}. You wish to consider the collection of all the cross products 
of the form S" x T(J. 'What is the appropriate index set for this family of 
sets? Fix some ao in A; is there another expression for Ur,a(Sao x Tp)? 
What about for Ue,EA(U(JEdS" X Ta))? Proofs? 

4.66: Suppose S is a family of sets contained in the real numbers R with 
the property that for any r E R there is a subfamily T contained in S such 
that nTT = {r}. Prove that nss = 0. 

4.67: Give an example of a family of sets indexed by the real numbers 
R and which is decreasing (in the sense that if t < r then St :2 Sr and 
St -I- Sr), and which has the property that nR Sr = 0. 

4.68: (De Morgan's Laws) Suppose that there is some fixed universal set 
U and some family S of subsets of U. Conjecture formulas for (nsS)' and 
(Us)' and prove them correct. 

4.69: It turns out that any family of sets S may be viewed as an indexed 
family of sets in the following way: we will use S itself as the index set, so 
what is needed is a surjective function from S to itself. That seems easy 
enough! This leads to expressions like UsEsSs, which are a little disturbing 
psychologically but fine mathematically; each set is indexed by itself. Prove 
that the union and intersection of S viewed as merely as a family and as 
indexed by itself in this way actually coincide. 

4.70: Suppose S is a family of sets. One may define a relation R on S (see 
Exercise 4.57 for the definition of relation) by requiring (S, T) E R if and 
only if S ~ T. There are various properties a relation may have such as 
symmetry, reflexivity, and so on (see Exercise 1.24 and Exercise 1.88 for 
definitions). Which properties does R have? Proofs? 
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4.71: Critique your reading of this section and handling of the problems 
and proofs posed in it. It might be worth holding in mind that in another 
text's version of this section, there were 10 problems that were really con
crete examples of families of sets, indexed families of sets, their unions 
and intersections, and so on, and 11 in-text concrete examples. While that 
author and I disagree as to who (author or reader) should provide these 
examples, we are clearly in full agreement that examples must accompany 
understanding. I hope you're convinced, since this was my last opportunity. 



Appendix A 
Theoretical Apologia 

The purpose of this brief appendix is to mention, for those who are inter
ested in such things, some of the theoretical underpinnings of the approach, 
taken in Chapter 1, of reading by example construction. But it should be 
clear at the outset that this book was not written out of any theoretical 
perspective. The notes from whence it came were written, as I guess teach
ing notes often are, out of frustration at my lack of success in teaching 
certain things. My favorite course as an undergraduate was real analysis; 
I loved the material and the opportunity for active thought; the concepts 
were neat and the proofs were fun; I learned a lot. When I now teach the 
same course, my students struggle and many dislike it; they are unable to 
move from skills sufficient for calculus to reading independently; they waste 
lifetimes doing nonsensical things; many simply survive and swear off the
oretical material forever. My efforts to bring in P6lya's How to Solve It [5] 
to help things don't seem to work; Schoenfeld's description in the Preface 
and Chapter 3 (Heuristics) of Mathematical Problem Solving [7] captures, 
better than I can, my hope and subsequent frustration with things that 
seem so correct and don't work for my students. Through some distillation 
of experience I came to believe that students who had, and even better, 
had constructed, a concrete example were much less likely to wander in a 
fog of abstractions doing fruitless things. The notes that resulted, and their 
refinement over the years, have been until recently embarrassingly free of 
any theoretical knowledge whatsoever. 

I share with many mathematicians a distrust, primarily mere prejudice, 
of the "education community"; it has seemed upon my few samplings that 
either its members research and prove with powerful statistical techniques 
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and beyond any reai:lOnable doubt something anybody who teaches knew 
already, or they speculate philosophically about the unknowable reaches of 
cognition. Schoenfeld's work and lectures are, at least for me, a productive 
middle ground. In particular, he observes that Palya's heuristic strategies 
actually are whole categories of related strategies, and that attempts by 
students to implement them from Palya's general descriptions founder at 
least in part on this lack of detail (see Ref. [7]). But this observation offers 
a possibility: isolate, describe in detail, and teach a cluster of strategies 
for reading subsumed by Palya's "construct an example." Chapter 1 is my 
effort to do so. 

Only later did I become mvare of a body of work that provides language 
and structure that is at least descriptive of (a model of?) the internal cog
nitive workings one is trying to affect. A sequence of papers by David TalL 
Shlomo Vinner, and others defines and discusses the notions of conceR! 
definition and conceR! imag~. The concept definition is what a mathemati
cian would call the definition, is the formal object to be considered, and is 
agreed upon by the community. The concept image is the cloud of things 
that surround the concept definition in the mind of an individuaL includ
ing pictures, examples, non-examples, related concepts, previously solved 
problems, standard techniques, standard problems, useful theorems, infor
mal definitions agreeing with or conHicting with the formal definition, and 
so on. These authors stress the points that concept images are individ
ual in the extreme, and that we do much of our creative thinking with 
the concept image and not the concept definition. The paper containing 
the clearest discussion of these definitions is that by Tall and Vinner [13]: 
Dreyfus' chapter in Ref. [14] (and the bibliography of the book as a whole) 
give further information and references. 

The research on these issues has concentrated primarily on what hap
pens with students whose concept image of a previously encountered notion 
(say, limit) creates conHict with the) formal definition. Which definitions are 
elicited in what situations? How do students resolve, or stand not resolv
ing, the contradictions? These questions are interesting and some of their 
results quite depressing (or challenging, if you prefer). 

However, the difficulty of a mathematics student at the junior/senior 
undergraduate level is, along with the above, the problem of forming con
cept images at all. Faced with the definition of disconnection in topology, 
or uniform continuity in analysis, or coset in algebra, my students are, 
and unfortunately often stay, refreshingly free of any concept image at all. 
In particular, we have not taught them, nor have they learned, any way 
to build or enrich their concept images independently: they have been en
couraged by years of previous mathematical experience to believe that such 
enrichment is the role of the teacher. Yet at about the junior/senior level we 
begin to expect them to read and understand comparatively adult math
ematical material (written without the obligatory eight or nine examples 
per section in traditional calculus texts, for example). Our exhortations for 
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them to "read actively" fail because they have no techniques with which to 
do so except the highlighting pen. The unhappy results for first theoretical 
courses are as described in the introductions to the present work. 

Does the sort of reading by example described in Chapter 1 work or at 
least help? My experience says yes, and some very preliminary research 
suggests a positive answer. As well, there is plenty of anecdotal evidence 
that students feel better and try harder when they believe they have some 
effective techniques. But real research ought to be done. One measure of 
effectiveness makes contact with another body of research concerning how 
experts and novices classify or sort problems. In brief, experts sort prob
lems into groups according to "deep structure" (for example, the physics 
principles used to solve them, such as conservation of energy) while novices 
sort problems into groups based on "surface structure" ("this is a problem 
about balls") (see Ref. [15]). Retrieval of relevant principles and techniques 
from the past base of solved problems has been shown to be adversely 
affected in novices by this sort of coding (see Ref. [16]). An interesting 
question for research would be whether problems made up by the student 
would be resistant to miscoding because deep structure would have to be 
understood in order to create the problem in the first place. A caution for 
all of this is, as Schoenfeld argues powerfully in [7], that issues of heuris
tics are thoroughly interwoven with issues of "resources" (subject matter 
knowledge), "control" (executive decision making), and others. 

A word may now be said about the latter chapters of the present work. 
Mathematics is unusual in that when doing proofs one eventually must ac
tually manipulate the concept definition (not merely the concept image) 
and, further, do so at a relatively high degree of formality. Chapter 2 is 
all about the mathematical community's in-group coding of those manipu
lations; Chapter 3 is the most basic manipulations of the formalities. The 
approach there clearly places me in the "more logic" camp of the long 
debate over how much logic to include. 

In spite of the above remarks, the reader is hereby duly warned that the 
techniques here are without justification other than that gained through 
experience. A side interest on my part in mathematics cognition notwith
standing, this book was written by a mathematician and teacher, and can 
really be evaluated only on the basis of its success in aiding students. The 
author welcomes communications in this regard. 



Appendix B 
Hints 

Collected here are hints, suggestions, and (rarely) answers for the problems 
in the book, both in-text ones indicated by icons and "official" exercises at 
the end of sections or chapters. These two sorts are grouped together for 
numbering (although divided by chapters) so there is a single list combining 
the two. The intent behind giving hints, and not answers, is to encourage 
you to continue work on the problems even after you have consulted what 
is to be found here; few things are more deadly for your understanding 
than getting the answer from an external source, and it is even worse (if 
possible) if you stop work immediately thereafter. Please work diligently 
on the questions first, and use these hints wisely. 

Chapter 1 

Section 1.2 

1.1. You passed the first hurdle - you tried to pick a function. It is 
mostly a matter of courage: PICK ONE! Almost anyone will do. But a 
place to start is to list all the functions you know and then ask yourself, 
"which one would I like to be quizzed on?" Take that one. 

1.2. Read the previous hint. 

1.3. What can be made more specific in the question since we are working 
with a specific example? 

1.4. Using a specific function helps, so why not try something else specific, 
at least to get started? 
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1.5. Or suppose Xl = -2, so xi = 4. Need X2 = -2 to get x~ = 4, or will 
something else work? 

1.6. Did you plot the pair of points you found above that showed failure 
of injectivity? If you find another bad pair of points and plot them, can 
you see a pattern? 

1.7. Reread as needed Hints 1.3-1.6. 

1.8. Try writing out the line in the definition of injective with the specifics 
of this problem filled in. 

1.9. Darn well should have drawn a picture (grumble grumble). But com
pare with the pictures for x2 and x4. 

1.10. See, and remember for later, Hint 1.8. Algebra helps, too. 

1.11. See Hint 1.10, and engrave the hint in Hint 1.8 inside your eyelids. 
There's a good general rule: if you use a technique more than twice, it is 
worth remembering. 

Section 1.2.1 

1.12. One way to start the set builder business is to take the set you got 
as a list and describe it some other way. Or think of some of the standard 
subsets of the integers. 

1.13. Worth remembering: your collection of examples is not complete if 
you didn't use both sets given as a list and sets given by a condition. By 
the way, the words "union" and "intersection" are not arbitrary but actu
ally help you remember their mathematical meanings if you look at their 
ordinary meanings. In spite of what you think, many of the mathematical 
words have this pleasant property if you would only look for it. 

1.14. A trick we'll come to later is to use A and B so small (really small!) 
that you can write out all the ordered pairs, first element from A, second 
from B. Put set brackets around the list and you have your first example. 
Also, it may help to make the elements of A look very different from the 
elements of B, at least to start. Also, near the end of things when you are 
comfortable, suppose A and B are sets of real numbers, so A x B is a set of 
ordinary ordered pairs. What does the picture in the Cartesian plane look 
like (the graph, if you like) of various A x B? We should mention that the 
name "Cartesian product" comes from the Latin form of the name Rene 
Descartes, who studied these for the real numbers as a wonderful aid to 
visualizing functions. 

1.15. If you start with familiar real-valued functions from calculus, you 
will probably first think of the set S as being the whole real numbers. That's 
OK as a place to start, but for the sine function, for example, think of some 
smaller sets containing the range. What is the smallest set containing the 
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range? It is also useful to use some smaller examples (a trick we'll get to 
later), like a function from {1,2,3,4} to {a,b,c}. 

1.16. Some small examples (as in the previous hint) help a lot here. 

1.17. A four-point vertex set is enough to get started; you might consider 
briefly how many "different" graphs there are on a four-point vertex set. A 
puzzle involving graph theory you may have seen is how to draw six dots 
in two groups A and B of three each, and then connect each dot in A to 
each dot in B without any edges crossing except at vertices. Give it a brief 
try, then get back to work. One other thing to note is that the shape of 
the edges, their lengths, and where the vertices are located are irrelevant 
for what is being considered here. Finally, a small example is the shortest 
possible walk - a list of one vertex. 

1.18. One way to think of this is as capturing when two graphs are the 
same except for the labels of the vertices. If you draw a triangle, labeling 
the vertices A, B, and C; and I draw a triangle labeling the vertices X, 
Y, and Z, they are not the same graph but they are isomorphic. Question: 
after a few basic examples, can you make two graphs that are isomorphic 
but don't appear so? (Hint: you can do so with a set of four vertices, if you 
deliberately introduce unnecessary crossings of edges.) 

1.19. It is worth noticing that the easiest way to get a graph that is not 
connected is to take any graph, add a vertex to it, but connect that vertex 
to nothing. Also, to play sufficiently with "cycle," you might have to use a 
vertex set of six points, say. 

1.20. One way to find some examples is to be creative with subsets of 
A x B. How many are there? Also, one way to come up with some examples 
is to use the natural meaning of "relation" as a guide. What about the 
relations "is a parent of" or "is in the same generation as," for example? 

1.21. The hint for the previous exercise (which is, after all, more general!) 
works just as well here. 

1.22. Quite precisely, we want the pair (a, b) in our set exactly when 
a < b. So, for example, (4,2) ought not to belong. 

1.23. You ought to be disappointed if you don't find the relations for what 
you used to call ":s," "=," ">," and "is an integer multiple of." In more 
general settings, you could, of course, work with these relations extended 
to the integers or whole real numbers (of course, listing the whole relation 
is time consuming - just list a sample). Can you find any relation on the 
collection of all functions from the real numbers to the real numbers? 

1.24. You are now rewarded for doing Exercise 1.23 so thoroughly, as well 
as all your creativity on Exercise 1.21. 

1.25. Probably only one of the relations you have created so far is an 
equivalence relation. Make sure you identify it as your old friend equality. 
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For another positive example, consider congruence as a relation on triangles. 
Another way to get equivalence relations is to start with what you have to 
(reflexivity), throw in another ordered pair, and then throw in what you 
have to in order to guarantee you have an equivalence relation. 

l.26. You are exactly ill the situation of the question asked in l.1, namely 
you need a function to play with. Clearly it is time to assemble, once and 
for all, an organized list of all your old friends (and enemies?) from calculus. 
Play with a few: keep it simple. 

l.27. Here you need an organized list of sample subsets of the real num
bers. \'\That about collections of numbers you knew before the real numbers? 
\Vhat about intervals? What about making up some bizarre looking sets 
by combinations of the above? 

l.28. Here's some re,Yard for doing Exercise l.27 well. Pictures (on the 
number line) may help a lot with this problem. 

Section 1.3 

l.29. You want a function satisfying the hypotheses. \'\That are the hy
potheses? 

l.30. ~o hint available for this problem. 

l.3l. Why isn't a;2 arctan(log(x)) as good? 

l.32. Does f(x) = :r have any properties not generally enjoyed by other 
functions? 

l.33. Well, why not 0 and 1 then? 

l.34. Any time you think of a real-valued function you ought to help 
yourself by drawing it. 

l.35. A fair objection to the loose statement of the problem is that there 
are lots of lines with slope 

f(5) - f(2) 25 - 4 
"--'----'----"--'----'- - -- - 7 

5-2 - 5-2 - . 

True, but for most of them the 7 was not obtained by this particular divi
sion in the usual "change in y over change in x" procedure. Which one is 
obtained this way? 

Section 1.3.1 

l.36. If you want to go a little farther, can you find some examples both 
with sets of three elements and with familiar sets of real numbers? Can you 
find various examples in which (some or all of) the resulting sets have no 
elements? 

l.37. See the previous hint. 
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1.38. No hint. 

1.39. One way to start is, of course, with S = {1, 2, 3, 4} and try to build 
a very small relation with the properties assumed. Can you keep it from 
being reflexive? Suppose you assume only symmetric and transitive; then 
can you do it? 

1.40. Two sets is easy. How few sets can you partition A into (yes, one is 
allowed). How many? Can you find all the partitions of the three-element 
set {1, 2, 3}? 

1.41. Look at your previous examples. Can you find a pair of partitions of 
some set, one of which is finer than the other? Can you find a pair neither 
of which is finer than the other? How small would you have to get your 
sets to be sure your partition is finer than any I might come up with? 

1.42. No hint available, just work. 

1.43. Make sure you actually have a cycle in your graph! What, for ex
ample, is the simplest graph with a cycle, say, on six vertices? 

Section 1.4 

1.44. You do want an a and b you can compute with; how do you feel 
about sin 2? 

1.45. One way to think of good things to do is go back to what you did 
for the square function. 

Section 1.4.1 

1.46. No hints available for nonmathematics items. 

1.47. This is harder than it looks, since you have to choose a function, 
and then an a and b so that the conditions hold. You surely need a function 
negative some places, positive others. Pick that first, and then a and b. One 
good example would be to cook up some quadratic function, since you could 
actually solve for the c you need. 

1.48. If a relation is a subset of S x S, this comes down to large and small 
subsets of S x S. How about the subset with no elements for a small one? 
For another example, can you think of something you might want to call a 
"circle" relation? 

1.49. The first thing to do is to try this on a nice small relation. For 
example, suppose A = {1,2} and B = {a,b,c}, and the relation R is the 
set R = {(1, b), (1, c), (2, a)}. Write down the line corresponding to the 
definition for R- 1 . For example, is (b,2) in R- 1? Once you understand 
this, you can use the definition on everything you got from Exercises 1.20, 
1.23, and so on. And for Exercise 1.23, do any of the R- 1 look familiar? 

1.50. This is mostly a matter of having a good stock of relations, a reward 
for doing previous exercises thoroughly or an incentive to do them now. 
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l.5l. You'll help matters by using some small sets; no more than three 
elements per set will do. Some other examples could come from standard 
subsets of the integers. 

l.52. Try this on your old friend the square function, and for goodness' 
sakes, draw a picture. Using t = 1/2 is a good start. Fixing some Xl and 
X2 and looking at what you get out of all the various t might help too. A 
glance at Hint l.35 might help. 

l.53. Is your collection of examples of sequences of all kinds in good 
shape? If not, you are at the same place you were when you needed Hints 
l.1 and l.27: you need to get past examples in an orderly package. One 
example that might be a little useful would be some constant sequence. 

1.54. Start with a very sIllall equivalence relation, say on T = {a, b, c, d} 
again. Suppose a is equivalent to b, and then do anything else you like, and 
everything you must to ensure you really have an equivalence relation. Be 
careful with this first, and then you can finally start on the problem. 

Section 1.5 

l.55. It is OK to start with real-valued functions, but realize that you 
usually think of them as defined on the whole set of real numbers and also as 
mapping into the \vhole set of real numbers. This rather limits the domain 
and codomain! Start by thinking of functions that can have a codomain 
smaller than R (the set of real numbers). Move onto some with a smaller 
domain. 

An entirely different place to start is with functions defined on a very 
Hmall set, Hay, {l. 2, 3}. There's lots of freedom to play with the codomain 
now, even for "familiar formula" functions. 

Section 1.6 

1.56. Of course you have chosen Home specific function and some specific 
set B. Take the following hintH one at a time. 

1. If you aren't getting anywhere, try to make B Himpler. 

2. Does B still have a lot of points in it? Try a set with very few points. 

3. If you are "till a little stuck it is a good idea to make sure that 
you have, with your specific j and simple B, written out the line 
corresponding to (l.2). ~Iake sure B is a subset of the codomain of 
the function. Stick with it. 

l.57. To make j-l(B) small, just cut down the size of B relentlessly. For 
the other examples, experiment with a familiar function. 
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Section 1.6.1 

1.58. For example, you surely know one element in f- 1 (B) if B happens 
to contain 2. Another advantage of this example is that you can examine 
f-l(B) for just about all possible B. Do so. 

1.59. You may need a new codomain to make f injective or surjective. 
After you are done, you might note that in making f injective you also 
made it surjective. How can you modify the example so you can examine 
these two ideas separately? 

1.60. Recall that you came up with some examples of injective functions 
in Section 1.2. And you could use the noninjective functions you constructed 
from that section, just to be thorough. 

1.61. For a start, shade all the things in f- 1 ({2}), where the function f 
is the one you built for Exercise 1.58. 

Section 1.6.2 

1.62. Important first step: pick X (small, right?) and fix it, and pick A 
and fix it. That is, juggle things for this particular X and A, but don't 
try to juggle with them at the same time you are doing other things. Try 
writing XA down as a table of values. Some worthwhile special cases: what 
if A = X? What if A is the empty set? Then move to functions on the real 
numbers. 

1.63. WARNING, WARNING! In our discussion of f- 1 (B), B was in the 
codomain. Where is B for this definition? That understood, you may as 
well reuse the function you first chose for the f-l(B) discussion, at least 
to start with. 

1.64. A look at what you did for Exercise 1.59 might help. 

1.65. If it is hard to think of a function (an old friend) as a relation (a 
new acquaintance) with a special property, look at your recent definitions 
of some functions as tables of values. See the connection? The ordered pairs 
are almost staring at you. See why there are some relations that are not 
functions, but all functions are relations? 

1.66. As part of a table of values, one might have 214. In the function 
(set of ordered pairs) one might have { ... , (2, 4) .... }. In the functional 
notation, one might have f(2) = 4. But suppose you had also (2,5) in 
the set of ordered pairs. What does that translate into in the functional 
notation? NOT ALLOWED. 

1.67. Use small examples and a fair amount of work. That's not much of 
a hint, but that's what it takes. 

1.68. Graphs of five or six points are probably needed to get the full flavor. 
Observe that if you find a graph in which every vertex has eccentricity one, 
although it may be a small example for distance, it is a large example for 
number of edges in a graph. 
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1.69. It's tempting to skip over this one, but don't. This is where you 
nail down what you learned for future use. For you athletes, it is like game 
films, which can be embarrassing but instructive. For you musicians, it IS 

like thf" tape of the concert, which can be embarrassing but instructive. 

Section 1.6.4 

1. 70. vVe already encouraged you to do extreme examples when consider
ing characteristic functions with Hmall exampleH. Did you do it in the case 
in which X = R, too'! 

1. 71. How big could B be? How small'? vVhat if f is surjective, or not? 

1. 72. Have you noticed something about functions both injective and 
surjective on tun all Hets, namely the number of elements in their domain 
and range? But some extreme examples might be found with functions all 

sets that are not finite, like the real numbers or integers. 

1.73. You have probably done most of this one place or another, so usc 
this opportunity to pull it all together and organize it. Alternatively, make 
up a long list of things you should probably find examples of for these 
definitions, and then see how many you've already got. 

1. 74. The first thing to note iH that all the elementH of the table must 
be from among e and a, since they are all t.here is in this particular uni
verse. Then, think of this identity element e as being like 1 for ordinary 
multiplication (this is more than an analogy: lis the identity element for 
the operation of multiplication). If you are asked to fill in a multiplica
tion table, the part where you compute I times things is easy, right? For 
the remainder, you got cancellation for a reason, and you have only two 
choices for the remaining entry in the table. Eliminate one by getting a 
contradiction if you use it. 

This is rather a funny exercise, since we haven't really given the definition 
of group. But when you do get. it, realize that you already have an example 
you generated yourself. 

1. 75. The hints for 1. 74 is extremely relevant here. To fill in the rest, you 
have to try a guess for, say, b * b. Careful use of cancellation will allow you 
to eliminate all but one of the possibilities. 

1.76. First pick p! Then pick some k and try to find some of the appro
priate n to go in Ok' Or, you can pick p and then simply grab some nand 
figure out which Ok they belong in. Once you get the Ok the rest isn't too 
bad. For part c), you may have to try various values for p. 

1.77. Suppose you had to map a small finite piece of the first injectively 
onto a small finite piece of the second. \Vhat would you do? Also, Exercise 
1. 72 should be reviewed in light of this example. 

l. 78. Probably you simply have to organize what you've done before . 
.:\Iake sure you see that a reflexive relation can't be too small. 
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1.79. We already remarked that relations are just subsets of Ax B, and 
there is one biggest subset and one smallest. But how "big" or "small" can 
a function be if A has three elements, for example? 

1.80. One thing to note is that we allow only one edge between any two 
vertices (there are things called multigraphs where you allow more, but 
that's another story). 

Section 1.7 

1.81. When starting by dropping the first condition, realize that the third 
assumes it implicitly when "f(a)" is written. Therefore it is enough to find 
a picture that fails condition (1) but has condition (2), since (3) is ruled 
out on a technicality. As for functions that fail to be defined at a point, 
you might remember several flavors from calculus: those with a "hole" in 
an otherwise normal looking function, those with a jump and a hole, and 
those with vertical asymptotes. After you have done some work yourself, it 
is perfectly fine to consult your old calculus book. 

1.82. The hints for 1.81 may be helpful, changed appropriately. 

1.83. You may as well add a good collection of these "piecewise" defined 
functions to your organized collection of real-valued functions. 

1.84. You have to have a value, and you have to have a limit. Given a 
picture, one is easy to change without much redrawing, and the other is 
not. 

Section 1.7.1 

1.85. Of course, you looked at your collection of examples from the pre
vious problem, and if you had both an example and a non-example you 
might have felt done. Can you find a sequence increasing but not bounded 
above? Bounded above but not increasing? And produce some more exam
ples; if an increasing sequence has a limit, is it bounded above? (If you have 
trouble thinking of an increasing sequence with a limit, try some sequence 
of the form "2 minus a little bit," "2 minus a little bit less," .... ) If an 
increasing sequence is not bounded above, can it have a limit? (If you have 
trouble producing a sequence not bounded above, think of the sequence of 
integers we use to count with.) 

1.86. Every ordinary arithmetic operation is an example, although it is 
easy to forget that even the addition of three numbers is defined in terms 
of repeated addition of two numbers. It's hard to come up with standard 
examples of operations that involve three inputs, but fairly easy to come 
up with ones that have only one input. How about taking the negative 
or absolute value of a number? For that matter, think of any real-valued 
function. For operations on the set of functions, what about adding two 
functions, etc.? 
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l.87. Some good examples to consider are multiplication of the real num
bers, the positive integers, the positive fractions, matrix multiplication, and 
the operation defined on a set S of your choice by a * b = a for all a and 
b (that is, take the first thing). You might also consider the two (small) 
groups you constructed in Exercises l. 74 and 1.75. 

l.88. All can be done on S = {l, 2, 3, 4}. Supposing one wants a reflexive 
relation, there are certain pairs all of which must be present, and then you 
may throw in anything else you like. To fail to be reflexive, exclude one of 
the pairs, and throw in anything else you like. To be irreflexive, you must 
exclude all of these special pairs, and throw in anything else you like. The 
others are similar. 

l.89. One way to produce an interesting non-example is to note zero is 
not positive. Another way is to ask what happens if all the terms an are 
negative. Should this also be called an alternating sequence? 

l.90. One thing to think about is how many edges must a graph on n 
vertices have in order to be connected? Is this number sufficient for all 
graphs on n vertices, or is it simply a minimum? 

l.9l. This looks intimidatingly technical (at least to me). But suppose 
you start with a graph with lots of edges? Can't you find one of these 
perfect pairings? Now start deleting edges - can you still make it work? 
Also, graphs that have the rough shape of a circle can be done. 

l.92. One way to get some examples is to draw some graphs. A way to 
get SOIlle non-examples is to require of a small number of vertices a large 
number of edges. Can you find some more interesting non- examples? By 
the way, can you make a conjecture about the sum of a graphic sequence? 

Section 1.8 

l.93. In some ways a theorem is like a good contract. A contract is a 
(legal) guarantee that if you fulfill your half of the bargain (the hypotheses), 
the other party will fulfill its half (the conclusion). What would make you 
think the contract was broken? The nice thing about mathematics is that 
if the theorem is correct, this can't happen. 

l.94. vVell, what would the theorem guarantee if we carelessly choose an 
f continuous at a and at b and also differentiable on (a, b)? 

l.95. One way available in this unhappy world is for you to consult your 
old calculus text (unless you sold it), since as we have pointed out be
fore most calculus texts, trying to make sure you don't hurt your brain by 
thinking with it, provide a dozen examples for you. But it's better to do 
things on your own: recall that the derivative at a point gives the (unique) 
slope of the tangent line to the curve at the point. Therefore, if the curve 
appears not to have a tangent line at all, or appears to have "several," 
you probably have a point where the function has no derivative. Also we 
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remarked earlier that if a function has a derivative at a point then it is 
continuous at that point; therefore (by the contrapositive, actually), func
tions not continuous at a point are not differentiable at that point. Here 
are some more examples. Finally, you may remember the words "corner" 
and "cusp" from elementary calculus, which give some nice non-examples. 

1.96. A hint that should be unnecessary: insert a and b and the line pass
ing through (a, f (a)) and (b, f (b)). Is there a point c of the type required? 

1.97. One of your examples probably does this, and the one hinted at 
surely does. 

1.98. The nice thing is that all those nondifferentiable functions you built 
for 1.95 by making them discontinuous may be used here, at least if you 
move a or b to the appropriate place. 

Section 1.8.1 

1.99. There is a positivity condition, a negativity condition, and a conti
nuity condition. If you have one but not both of the first two, it is easy to 
come up with an example (even a continuous one) violating the conclusion 
by just staying the heck away from the x axis. If the continuity condition 
is all you get to violate, take a continuous example (which will therefore 
satisfy the conclusion) and destroy continuity at the crucial point c. 

1.100. There are two conditions, so for a non- example you can violate 
both, just the first, or just the second. Small examples suffice! 

1.101. Start with violating continuity and use, essentially, the trick at 
the end of Hint 1.99. For continuous examples with a set other than a 
closed interval, try taking a simple function (a really simple function) on 
some closed interval and then, by removing two points, turning the closed 
interval into another familiar set. What happened to the maximum point? 
Alternatively, the function f given by f(x) = l/x is worth considering. 

1.102. If you keep the condition "increasing," you did a lot of useful ex
ploration of violations of the "bounded above" condition in Exercise 1.85. 
For violations of the increasing part, while keeping bounded above, real
ize that nobody said you had to be bounded below. Or, construct some 
sequence that wobbles back and forth between 0 and 1. 

1.103. Try reading these hints one at a time. 

1. Functions on small sets, of course. 

2. Make the elements of the three relevant sets look quite different (a, 
2, X). 

3. Start with f and 9 injective, and see if 9 0 f is. 

4. Take your previous example, and (adding a point to the domain of 
9 if necessary but not touching 1) make 9 do something destroying 
injectivity of 9 which is irrelevant to go f. Is go f still injective? 
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5. Start with an example in which f fails to be injective. Is there any
thing you can do with g to save go f? A two-point set for the domain 
of f is quite enough. 

1.104. Start with a small set A and build the relation by hand on as 
much of some set B as you need. You may need to throwaway some of B 
to ensure R is surjective. Then just compute R- 1 and note that in many 
ways it looks rather like R. 

1.105. Luckily, there is only one hypothesis on the walk. 

Section 1.8.2 

1.106. If you are having trouble, in that all of your non-examples do fail 
the conclusion, take one of them and make it "wiggle" more between a and 
b. 

Section 1.8.3 

1.107. One way to produce examples is to start out by giving yourself 
c (that is, a place of crossing the x axis) right away. Then, go crazy
destroy continuity, destroy positivity or negativity conditions, do anything 
you like. 

l.108. The hint for Exercise l.107 gives the right idea, suitably changed. 

l.109. Suppose you take a sequence of the type guaranteed to converge 
by the theorem, and change the second term. \"Ihat happens to the con
vergence? Can you violate the hypothesis of the theorem by so doing? 

l.110. \Vhat would it mean if you were unable to find an example in 
which the conclusion held with the hypotheses violated? 

l.111. Draw a picture (put points on the real number line) of an increas
ing sequence with a limit; does it appear to be bounded above'? \Vhat would 
he an upper bound? 

1.112. The question is, of course, whether f injective implies go f injective 
no matter what g is. The g to challenge this would be a g as far from 
injective as possible. Try a small example with a really disgustingly non
injective g. 

1.113. Note that it is possible to have a repeated vertex without a re
peated edge. See why you have to ask? 

Section 1.9.1 

1.114. Try the following hints, one at a time. 

1. One way to start is to come up with a sample f and h that do the 
right thing, and worry about some g later. If you can find f and h, 
even just with a picture, sketch some g "between them" in the sense 
of the second hypothesis. 
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2. Notice that the second hypothesis gives information about how f and 
h compare (ignoring g) point by point. How would this show up in a 
picture? 

3. What do you want f and h to do? If they were continuous, so their 
limit at a is their value at a, they would have to come together at 
a point, right? And, as noted in the second of these hints, f and h 
would be in a definite relationship elsewhere. 

4. An example of f and h is to use f the square function, and h the 
negative of the square function. Draw in 9 to be anything you like. 
Don't stop with this example, though. 

For the final question, ask yourself what would change if you put "holes" 
in the graphs at the appropriate a. Does the limit of f or h change? Does 
the limit for 9 change? 

1.115. Of course, you are using a nice small set. You need some subsets 
of it whose union is the whole set, and which are themselves disjoint (that 
is, have intersection the null set). A good non-example would be to come 
up with some disjoint sets whose union is not the whole set; another would 
be some sets whose union is the whole set, but which are not themselves 
disjoint. If your original set had, say, four elements, what is the largest 
number of sets you could use? What is the smallest? 

After you are comfortable with the definition, you need to start over, 
with an equivalence relation, to make sense of this Ex stuff. Do so; a good 
equivalence relation might be one on a set with four elements. 

Finally, realize that the statement of the theorem has to be read carefully. 
It might be that Ex and Ey overlap somewhat, but Exercise 1.54 tells what 
happens in this case. For forming the partition, then, this set only counts 
once. 

Chapter 2 

Section 2.1.1 

2.1. Here's a place to start. Number 1 must have been something of a 
shock, since you have no idea what A and D are; it can't be first. Indeed, you 
have a right to expect that some sentence supposed to corne before this one 
tells you. This lets you pick out a couple of good early sentences. Likewise, 
any sentence assuming something given in the hypothesis of the theorem is 
likely to be an early one. Finally, something giving the conclusion is likely 
to be an ending one. 

2.2. Find the first sentence of the proof, by elimination if necessary. This 
gives a two-step form for the proof. Can you group sentences by, at least, 
which of the two steps they are part of? 
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2.3. Besides the usual first and last clues, there is a key word in Number 
4: also. 

2.4. \Ve hope you remember something about induction, namely that 
it is a standardized two-step process. Other than that, the signal "three 
equations" in l'\umber 4 is a good deal of help. 

2.5. Finding the first sentence is at least as important as in previous 
exercises. Also, the appearance of "tn" may have been something of a sur
prise, but finding the right sent.ence will not only explain it, it will give a 
valuable clue to the structure of the proof as a whole (especially if the first 
sentence didn't quite give enough). 

Section 2.1.2 

2.6. The temptation will be to think a little bit, perhaps, and then skip 
down to where you expect to find our list. A better investment will yield a 
great deal more. 

Section 2.1.3 

2.7. No further hints available. 

2.8. Ditto. 

2.9. There may have been several violations, but the gravest is that the 
reader wasn't told in the beginning what the structure of the proof would 
be (compare Item 6 in Exercise 2.2). It's likely the one easier to untangle 
is the one you could have done yourself, namely 2.l. 

Section 2.1.4 

2.10. See the hint for 2.6. 

2.11. Little things are deadly. The "thus" in the third line leads you to 
expect the third line came from the second. How could it? "And" would 
indicate better the source of this one. And the "therefore" in the fourth 
makes you think it came from the third, as opposed to which two previous 
lines'; 

Section 2.1.5 

2.12. Observe that the failure to set the notation makes this almost im
possible. The vertices of the rhombus are A, B, C, and D in counterclock
wise order, with E the intersection of the diagonals. Now try again to 
unscramble this before reading further. Note that this is still a mess. One 
particularly brutal omission of a cue is a "similarly" before the conclusion 
DE ~ BE. And you were wondering how this carne from the previous 
statement. Answer: it didn't. 

2.13. Again, the question to be asked is not whether you can do the 
proof, but whether you are in fact having to do/reconstruct the proof you 
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are supposed to be reading. Insert the cues to make this unnecessary. 

c 

Section 2.3.1 

2.14. Individualized hints are rather difficult, but you might try geometry. 

2.15. Ditto. 

Section 2.3.2 

2.16. Ditto. 

Section 2.3.3 

2.17. This one isn't too hard (note that you never do assume that h is 
injective), but how well is it cued? 

2.18. This one is much trickier than it looks. First, you probably were 
looking for a proof form for implication. Fine, except, what is the implica
tion being proved? After some work you may finally hit on "If G is a group, 
then its identity element is unique," which is correct but much less obvious 
than in the previous problems. 

Second, uniqueness proofs have a structure all their own. The direct way 
is to let a and b be names of the thing with the desired property (note that 
we do not assume there are two of them for a contradiction, just that there 
are two names, just as 2 and 4/2 name the same thing). We then show that 
these two names name the same thing, that is, a = b. Thus there really is 
only one object with the property. 

Finally, note that if you are cheating a bit and doing these by process of 
elimination ("no contradiction," OK, did we assume "not something," No? 
OK, must be direct proof ... ) you may have gotten the right answer for 
the wrong reasons. 

2.19. Compare with 2.18, and note that the insertion of the single word 
"distinct" changes this to a proof by contradiction all by itself. Now we 
do assume that there are two things with the desired property, not just 
two names that might name the same thing, and get a contradiction. Note 
also that this could not be done as a proof by contraposition, because the 



166 Appendix B. Hints 

contradiction we get is not a contradiction of our hypothesis (G is a group) 
but of something else. 

2.20. This one is easy. A better question than "what is the form?" might 
be, "in how many places is the form cued?" Note that in all other ways 
the proof is completely opaque, but at least you understand its large-scale 
form, and that's something. 

2.21. This is what you might call a direct construction; we need some
thing, and we build it. 'We'll return to these in a later chapter. However, 
the cuing is not great: when did you know that -b was going to turn out 
to be the lower bound? 'Where could/should you have known? 

2.22. See the hint for 2.21. 

2.23. ~lake sure you decide about. not only the main proof, but the 
su bproof( s). 

2.24. No hint available. 

2.25. One question to answer here is, how many cases were eliminated 
by "W.1. O. G."? Put differently, how many different lists of nine things 
might be required to put them in decreasing order? Whew! Also, note the 
one-sentence proof by contradiction. 

2.26. What straightforward cuing! 

2.27. This is a direct proof in a sense, but note that really instead of 
proving 'A =} E' directly, one announces that everybody knows that 'C =} 

E,' and starts in on a proof of 'A =} C.' 

2.28. Note that this is a direct proof, in the sense that we verify needed 
properties and call it a day. 

2.29. No hint. 

Section 2.3.4 

2.30. The most efficient might be to use a proof by contradiction, and 
then see at the end whether a proof by contraposition is really what you 
did. 

Section 2.4.5 

2.3l. By some sort of elimination, this is a direct proof overall, with the 
clue in the last line that there are two cases. Drawing a picture (you might 
know these as Venn diagrams) might help you see the cases. 

2.32. This proof has three steps (and when did you find that out? poor 
cuing!), since there are three things to verify. But the last step has what 
as its pieces? 

2.33. When did you find out what kind of proof this was? The proof itself 
is rather clever, but the cuing of the two steps is needlessly unclear. Also, 
what "flavor" of this sort of proof is it? 
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2.34. How many cases? What do you think of their cuing? 

2.35. This one is tricky. About the time you see "holds for k + 1," you 
may suspect something. Also, realize that in spite of the word "case" there 
are no cases, but in that sentence there is a subproof. What kind? 

2.36. There are no cases at all, nor is there induction, and the proof is 
direct. This problem was really inserted to make you nervous. How much 
of the proof seems to fit into what we've done so far? Not much. Hold that 
thought until Section 2.5. 

2.37. No cases or induction. 

Chapter 3 

Section 3.2 

3.l. We hope these are familiar, but to fill one in, for each row just deduce 
from the truth table for 'or' what the entry should be. In general, the result 
for 'A or B' with A true and B false is what? Same here. 

3.2. This is tedious, but not hard once you grasp the system, and ev
erybody ought to do it once. Here is what must be filled in for the first 
expression: 

p Q R (Q or R) P and (Q or R) 
T T T 
T T F 
T F T 
T F F 
F T T 
F T F 
F F T 
F F F 

Each missing entry is filled in using one of the basic truth tables on the 
appropriate values of the inputs; so, for example, the entry for (Q or R) in 
the fourth row is F. 

Once you have done this, you may do a similar one for the second ex
pression and compare the final columns. If they are the same, so the same 
combination of T and F inputs always gives the same result, they are equiv
alent. Notice along the way the device for making sure all combinations of 
T/F inputs occur. 

3.3. You might look back at some previous proofs by cases in the exer
cises. 

3.4. A glance at Exercise 2.31 might help. 
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Section 3.2.1 

3.5. For proof by contraposition of 'A =} B' you assume 'not B,' work 
to deduce 'not A,' and then are allowed to deduce 'A =} B.' That replaces 
things in the template for the direct proof of 'A =} B' quite nicely. Proof 
by contradiction, recall, has two assumptions, and you may deduce any 
contradiction. How about, 'C and not C'? 

3.6. It probably helps to set up a table like this, using columns as needed, 
and just comparing the last two. 

P oP Q oQ P =} Q (oQ) =} (oP) 
T F T F 
T F F T 
F 
F 

T 
T 

T 
F 

F 
T 

Note that the trick on P and Q to get all the inputs is still being used. 

3.7. Tedious, but not hard. 

3.8. One you may have forgotten is the deduction of 'P' from 'P and Q.' 
Also, what would you need to get to 'P or Q'? 

Section 3.3.1 

3.9. Can you build the condition for the set {2, 4, 6, ... }, for example? 
Or for the set {2, 3, 5, 7,11, ... }? 

3.10. How many variables do you need? What classes of objects do these 
variables range over? 

Section 3.3.2 

3.11. Observe that "the graph" is a pronoun and calls for a statement 
form; "the complete graph on four vertices" sounds like (and is) a specific 
graph and so requires a constant. Note that this is one way to turn the 
statement form into a statement. 

3.12. Observe that neither "the group" nor "G" ties us down to any
thing specific. Incidentally, "Abelian" means that the group operation is 
commutative, and the name comes from the mathematician Abel. 

3.13. No hint required. 

3.14. "If-then" is a familiar form, so it comes down to the conditions. 
The simplest approach is to use C for the condition "the square function 
is continuous at 2"; the problem is, of course, that this is not flexible, 
since there are no spots for variables like different functions. There is a 
choice, which is to assume that 2 will always be the point in question, or 
not. Suppose it is, so the only variable is the function. What do you get? 
Now suppose that we may sometime want to study functions continuous 
or differentiable at 3; how can you make a form to prepare us for this? 

3.15. Nothing new, except to note that this is true (!). To see why, re
member the truth table for '=},' and note that since the conclusion is true, 
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the whole implication is true. However, this is not a safe statement to count 
on if applied to other functions. 

3.16. The conditions in hand, this is a simple 'and.' Sorry about that. 
But the point is that once you have the conditions lined up, things like 
implication, and, or, not, and so forth, are handled just the way you would 
before you ever heard of quantifiers. 

3.17. Something like I(R) and F(R) might work, with I and F standing 
for the obvious conditions. Note that a temptation to write I(F(R)) must 
be firmly crushed; that says, read carefully, that "R is a function" is in
jective (that is, the statement form "R is a function" is injective). But a 
statement form can't be injective, since a statement form is not a relation. 

Section 3.3.3 

3.18. It frequently helps to read '(' as "such that." In the second one, 
you get better English if you move the "such that" after your first effort at 
translation. 

3.19. It may be easier to compare with classmates if you all use the 
condition "It is raining today" with the variable "days." 

3.20. Just keep going. 

Section 3.3.4 

3.21. See Hint 3.18 and use it in the other direction. There isn't really 
need to make up a condition for c2 = 17, since the equation really is a 
statement form, but you can if you want to. 

3.22. Who knows what f is? But since it is around, f'(c) = 0 is again a 
statement form, so the hint for 3.21 applies. Please note, though, that what 
you get at the end of this is still a statement form and not a statement, 
because of the f. 

3.23. The symbol E from set theory is useful. 

3.24. Try these hints one at a time. 

1. Note that c really has to do two separate things. 

2. Suppose it read "There exists c such that c is in (0,1) and f'(c) = O"? 

3.25. Get the "for all x ... " part first. Then you could insert some ap
propriate sub expression in the thing you got for 3.24. 

3.26. Hint well worth remembering: in this context, "has an" means 
"there exists an." Some form like I( G, x) for "x is an identity element 
for G" is useful. 

3.27. If "has a" means "there exists a," what does "has two" mean? But 
there is no special symbol for "there exist two," so :JVl, V2 is what's needed. 
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And how can you make ~ure they are really distinct, and not just different 
names for the same thing? Different names for the same thing would be 
equaL but .... One more, quite common, way to say this is to say "there 
exist dist inct . .. ." 

3.28 . ."Jo hint ayailable. 

3.29. Thi~ is tricky because the word "continuous" is used in two separate 
ways. One has to do with the continuity of a function at a point (see 
your work on Exercise 3.14). The other has to do with the continuity of 
a function on a whole ~et, which is a diffenmt condition and so requires a 
different llotatioll. After this is sorted out. remember that we have notation 
for the specific set we care about, namely the domain of the function. For 
the second one. "each" is the key word. 

3.30. You should do these, no matter how else you can do them, by con
verting them into logical language and negating what you get, translating 
back into English thereafter. Even stating these correctly, before negation, 
isn't too easy. In particular, to say that there is no inverse is to say that an 
inverse does not exist. Equivalent forms for some of the logical statements 
may help the negations (see Exercise 3.7). 

3.3l. The likely errors for a), b), and c) arE~ that, in the excitement 
of dealing with quantifiers, you have forgotten the results of Exercise 3.7 
about what is equivalent to t.he negation of an 'or' statement, and what is 
equivalent to the negation of an 'and' statement. In particular, the negation 
of' P or Q' is not anything with an 'or' in it, but with an 'and': no matter 
hmv complicated t.he things inserted for 'P' and 'Q,' this still holds. 

The likely errors for the rest have to do with a tremendous desire on 
the part of students t.o give the negation of 'P =? Q' as something with 
an implies in it. Unfortunately, again as in Exercise 3.7, '-,(P =? Q)' is 
equivalent to 'P and -'Q,' and not to anything else very usefuL So after 
getting past the first quantifier in d) and following, you are faced with 
exactly this situation. and should not have ended up with any'=?' signs 
left oyer. 

PLEASE REJ\IEJ\1BER THIS! It will save you a lot of pain. No matter 
how much you \vant it to be, ;-,(P =? Q)' is llot, for example, 'P =? -,Q.' 
The statement '-,(P =? Q)' is equiyalent to 'P and -,Q.' 

:3.32. \Vork from the outside in: when you come to something not at the 
quantified level (an 'and,' 'or,' or '=?') stop, take a breath, and use Exercise 
:n. 
Section 3,3.5 

3.33. No hint available except that it is somewhere in Chapter l. 

;3.:34. See the text following the question. 

3.35. This is a bit tricky, but Exercises 3.22 and following have done a 
lot of the pieces. Also, remember again that the equation is just as good 
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a condition as E(x, y, z, g). Some people find it easier one way, some the 
other. 

3.36. Note that a < b is already a condition, but you may make up some 
notation for it (two variables, right?) if it helps. 

3.37. No more hints available, but keep at it. 

3.38. If you do this, how many things are part of H(f, a, b)? 

Section 3.3.6 

3.39. Two hypotheses, one conclusion. Note that you may make up nota
tion for "contained in," but S c:;; R is a perfectly good condition (statement 
form). Also, "closed" is not the same as "not open" (sorry - one is some
times told that a set is not like a door, because it can be neither closed nor 
open). 

3.40. This is a little nastier than it looks; one really ought to use O(G) 
to denote the order of the group and something like P( n) as notation for 
"n is prime," since "prime order" really does mean the order is a prime 
number. It would be OK to try it first using something like "PO( G)" to 
say G has prime order, but then try the other way. The moral is that since 
we already know what prime means, we ought to use it, as opposed to 
making up new notation including prime in it. For a similar example, a 
function can be something called "even." If we want to consider even and 
continuous functions, we'd use "C(f) and E(f)" (or something), not make 
up a new animal EC(f). See? 

3.41. How about 'C((xn),L)' and 'CA((xn))'? Note that what you get, 
unless you twist things to quantify L, is still only a statement form. Oh, 
and by the way ... there surely is quantification on (x n ), right? It is hard 
to say this neatly, since (xn)~=l hardly looks like a single name. But it is, 
the name of the sequence. 

3.42. Try these one at a time. 

1. "Convergent to some limit" means some limit exists. 

2. Suppose it read" ... , then there exists a limit L to which {Xn}~=l 
converges." 

The notation of 3.41 may help. 

3.43. Note that the "there exists c ... " can practically be stolen from 
the statement of the Mean Value Theorem. Of course, you recognize that 
this is the Intermediate Value Theorem. 

3.44. Some of this is familiar; if you get stuck, try dealing with the 
conclusion assuming you already have c in place. Of course, you recognize 
this as the Maximum Theorem. 
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3.45. Surely this is about all collections {VI, ... , V n }. It may help you to 
give some name, like V, to the original collection of vectors and some name 
like Vito the new collection (it makes things easier if you don't have to 
grapple with such a long name as {VI, ... ,Un} while trying to figure things 
out). 

3.46. To say that there is more than one vertex is to say that at least 
two things exist; see Exercise 3.27 and its Hint. 

3.47. Don't make "nontrivial" a condition on a graph, just buckle down 
and say that there are two distinct vertices. See the discussion in the Hint 
for Exercise 3.27. 

3.48. It might help to have a symbol for the number of elements in a set: 
make one up. 

Section 3.3.7 

3.49. No hint available. 

3.50. Recall that a function 1 is continuous on a set S (say, C(f, S)) 
if 1 is continuous at each point of S (say, \/x(x E S =} C(f,x))). Thus 
continuity on a set really has a universal quantifier hidden in it. To each 
x in [a, b] we may apply the universal to deduce something. Similarly for 
each ;Y in (a, b). If some x happens to be in both, we get the deductions 
resulting from each of the universals. 

3.51. \Ve played with this before, III Exercise 3.14 and following, but 
surely you remember the truth. 

Section 3.3.8 

3.52. No hint available, but while your geometry is rusty, it can't be this 
rusty. Even a good attempt is enough. 

Section 3.3.9 

3.53. The words "there exist" point to one use of E.I. But the definition 
of injective is "I is injective if, for every Xl and X2, I(xd = I(X2) implies 
Xl = X2." This is not an existence claim, you say? Then first negate it 
using some rules about how quantifiers negate (see around Exercise 3.19). 
Second, realize that the negation of A =} B is 'A and not B.' See where 
"distinct" comes from'? 

Also, why does h(xd = h(X2) and .YI 1= X2 imply h is not injective? Well, 
it means that there exist Xl and X2 so that h(xd = h(X2) and Xl 1= X2. You 
will find that this is the negation of the definition of injective (quantifiers 
and all), this time for h. 

3.54. This looks reasonably harmless at the quantifier level, and it is 
... almost. Recall that the definition of 1 an identity for G is that, for all 
a, a * 1 = 1 * a = a. So the first equation really results from the application 
of this universal with a set to e (that is, U.1. applied to the particular 
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element e). The second equation is similar, but results from using V.I. on 
a definition involving e as applied to the particular element f. This sort of 
V.I. is so common that it is often completely uncued. 

3.55. See the hint for 3.54. 

3.56. There are two obvious places, one indicated by "there exists a dis
connection" and one by "for each 0:." The first is a deduction from the 
definition of disconnection: A set is disconnected if there exists a disconnec
tion, which is a pair of sets (doing something). Therefore, since we assume 
(for a contradiction, but that isn't the point this time around) there is a 
disconnection, we may give the pair of sets forming the disconnection the 
names C and Dusing E.I. (By our convention this might be C. and D •. ) 
We then work with C and D. 

The second obvious place is actually a brief, rather uncued, proof of 
something "for all 0:" (that is, a proof by V.G.). A longer version might 
be "Let 0:0 be arbitrary. Since p is in the intersection of all the Acn it is in 
Acto' It follows that since Auo is connected, Acto is contained entirely in C 
(take this part on faith - it has nothing to do with quantifiers). Since 0:0 

was arbitrary, this holds for each 0:." 

The bad news is that there are other places. What does it mean to say 
that some sets have nonempty intersection? Answer: there exists a point 
in the intersection. So the "p" produced in the first line is actually via E.I. 
And there is another place where a proof by V.G. is hidden or implied, 
which is that if for all 0:, A, <;;; C then no:A" <;;; C. (Alternatively, perhaps 
this is a previous lemma we don't need to do here.) 

Moral of the story: As you said the first time around on this exercise, it 
is a proof by contradiction. But most of what was going on had nothing to 
do with that, but with quantifiers. 

3.57. Something which helps is to be given a formal definition of bounded 
above, so here one is: A set S is bounded above if there exists an upper 
bound for S. An upper bound for S is a number L such that for all XES, 
L ~ x. The definitions of bounded below and lower bound should pose no 
problems. 

To say that -S is bounded below is to say that there exists a lower bound 
for -S, so the proof is really a construction of that lower bound (so the 
proof is what form?). Our candidate is -b; note that b came from (what 
form?) since S is bounded above. Also, to be a lower bound, one must show 
that for all y (hint, hint) one has - b :s; y. And finally, of course, there is 
the usual "harmless" universal quantification on the set S. 

3.58. Here's one start: what kind of quantification would you expect in 
the definitions of "linearly dependent" and "span"? Also, what is the overall 
form of the proof, at the quantification level? Read the second sentence of 
the statement carefully. And, of course, harmless quantification, but on how 
many objects? 
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3.59. 'Where did h come from'! Once we show that h is what's needed. 
what quantifier step comes next? Note that this is the purest form of exis
tential use and proof (that is, the deduction form for Existentially quanti
fied statements and the proof form for Existentially quantified statements): 
the h from E.I. is exactly what is needed to be the h for E.G. Don't count 
011 it in general! 

3.60. No hints available, but just for completeness it is a property of 
groups that inverse elements exist, which is where b comes from. 

3.61. Note that except for the harmless universal quantification on the 
ai, this proof is without quantification. 

3.62. \Vith a clearly quantified definition of injective at hand, the role of 
X1 and X2 will be clearer. Here's a more subtle point: exactly what inference 
scheme, applied to injectivity of which function and what points, allows one 
to deduce that f(xd = f(J'2)'? 

3.63. Of course, there is a quantified inference scheme for this stuff about 
a and b. There is another scheme going OIL though, and it is easy to miss 
because it seldonl gets written out in detail (the results are so self-evident 
it doesn't seem worth it). Consider how one shows T is nonempty. Since 
T is the intersection of the sets in S, to show something (in particular, e 
the identity element of G) is in T one must show it is in each (hint, hint) 
S E S. So let So be arbitrary. Since So is a subgroup one has e E So. So 
since So was arbitrary, e E S for all S E S. This seems awfully formal to 
deduce what you surely believed in the third sentence, but it really is there, 
a whole hidden U.I. proof. 

3.64. Note that there are three existence proofs in there, after the un i
V(~rsal quantification on a is dealt with. Note that for the firsL we don't 
use E.!. to get a candidate, but actually construct the (quite trivial) walk. 
But where do the other two candidates come from'? 

3.65. Oue might suspect that x and yare arbitrary. But note that here, 
as you were warned previously, all of the structure for the U.G. argument 
based on the definition of injectivity (VxVy(f(x) = f(y) =} x = V)) is 
hidden. No cues (like "arbitrary", for example) are given for what x and y 
are, because the writer assumed that you would know that they had to be 
chosen and what they were. 

By the way, did you spot the use of E.I. '? 

3.66. It might help to note that the definition of E <;;;; F is Vx(x E E =} 

.r: E F). Here's a nasty question, though: does the proof by cases come 
"inside" or "outside" the argument to deal with the above definition? 

3.67. Note that the definition of dh really should have had universal 
quantification on :r: and y. \Vithout the definition of metric in front of you, 
this one is hard. so here it is: 
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Definition A function d from a set M x M to the real numbers is a metric 
on M if 

1. d(x, y) ?: ° for all x, y in M, and d(x, y) = ° if and only if x = Yi 

2. d(x,y) = d(y,x) for all x, y in Mi and, 

3. d(x, y) ::; d(x, z) + d(z, y) for all x, y, z in M. 

Remark: an "arbitrary" or two to cue the use of U.G. would have been 
nice. 

Challenge problem: where is there a use of U.I. in this proof? Hint: if you 
rewrite this following the subscripting convention for variables involved in 
a U.G. proof, you will have a better chance of spotting it. 

3.68. If you are tempted to think that there is no quantification here, we 
tell you sadly that there is lots of hidden quantification in any proof by 
induction. For a hint of this, n is certainly something or other, probably 
arbitrary. What is the universal it is involved in the proof of? For more on 
this, see Section 3.4.3. 

3.69. We rewrite the proof following the subscripting conventions so that 
some things become more obvious. While we are at it, we'll fill in all the 
quantification and deduction forms, just this once. Prove that for any x, 

I-xl = Ixl· 
Proof. Let Xo be an arbitrary real number. There are three cases. 

Case I. If Xo = ° the result is trivial. 
Case II. If Xo > 0, then -Xo < 0, so by definition (U.I. applied to the 
definition of Ixl and the particular point -xo) 1- xol = -( -xo). Of course, 
-( -xo) = Xo from algebra. And Xo = Ixo I from application of U.I. to the 
definition of Ixl and the particular point Xo. From these three equalities we 
have 1- xol = Ixol, as desired. 
Case III. If Xo < 0, then -Xo > 0, and I - xol = -Xo = Ixol again by 
application of U.I. to the definition of Ix I and applied to the particular point 
-Xo to get the first equality, and by application of U.I. to the definition of 
Ixl and applied to the particular point Xo to get the second equality. 

Thus in each case we have I - Xo I = Ixo I. Since Xo was arbitrary, by 
application of U.G. we have the result for all x. 

What's the point? Without the subscripting convention, so instead of x 
we have xo, you'll never spot all the various uses of U.I. The reason is that 
if everything in sight is x, it is hard to realize that the x in the definition of 
Ixl is not the same x that is running around your proof, which is a fixed but 
arbitrary x. You have a slightly better chance of seeing where you apply 
things to -x, but not much. As you might expect, the results are so sensible 
and you have to do this so often in proofs that it is almost never cued or 
written. But you should know it is there. Any time you deduce something 
about a variable you are probably using aU'!. 



176 Appendix B. Hints 

By the way, this proof, well understood, is helpful for answers to questions 
in Hints 3.66 and 3.67. 

3.70. Again this is an induction proof; note that we started with n = 2. 
Then switching to k, we did the "induction" step; we warn you again that 
there is hidden quantification here. Try to see which universal is being 
proved via this arbitrary "k." 

3.71. This is perhaps the hardest proof in the lot, but it is also the best 
cued. There is a definition with two universal quantifiers and whose result is 
an existence claim. You want to prove something fits the definition, so you 
use V.G. as the form to deal with the universals and then produce the thing 
you need to exist, so using E.G. Along the way, you use the definition twice 
with the V.I. form; here the key is "applied to," and then having applied 
it, you get to use E.I. to produce something. 

Why you might choose to apply V.I. and the definition to these particular 
things is a much different question. That would be discovering the proof; 
right now, be content with following the tracks. 

3.72. This one is fairly harmless. If the subscripting conventions were 
being followed, it would be easier to spot the fact the "associativity" really 
uses a V.I. to be applied to the particular things of interest. And there is 
the standard universal quantification at the front, which the proof deals 
with by ignoring it completely! (But the V.G. form is still there.) 

Section 3.4.1 

3.73. It is worth remembering that, given the statement forms needed, 
things about 'and,' 'or,' 'not,' 'implies,' and so on are handled for quantified 
or unquantified statement forms just the way they are for P, Q, and so on. 

3.74. Please use the subscripting conventions even if you don't really 
approve of them. There is some "harmless" universal quantification to clear 
out of the way first by the usual use of V.G., so there's the beginning and 
ending of the proof. After that is done, you ought to be facing a certain set 
containment to prove. Probably the definition of containment is needed; we 
used it in the proof in Section 3.4.1, but here it is formally: 

Definition If A and B are sets, then A ~ B if and only if'ix(x E A =? 

x E B). 

Now, of course, you see both a V.G. and an implication to be dealt 
with, so do so. As you go on, you will have to deal with the definitions 
of both union and intersection. The desire for a "union" conclusion might 
recall to you argument by cases, since union is essentially an 'or' condition. 
Remember to work backward, too! 

3.75. How many things need to be universally quantified to turn the 
equation (a statement form) into a statement? There's one subtle point: 
the statement is an implication, since there really is a hypothesis (that A 
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and B are subsets of the domain of J). And then the first step and last step 
of the proof come from escaping those universals. What about the second 
and second to last step? 

3.76. Look at what follows the "thus" and think of what to do. 

3.77. Try writing it down without peeking, quantification and all. If you 
have to peek, it is in a previous, and fairly recent, hint. 

3.78. More universals to prove. 

3.79. See a hint near the end of Hint 3.74. 

3.80. If you haven't found the definition of f(A) already, you cheated 
by not reviewing the definitions in the first place. The one you need is in 
Exercise 1.63. Grrrrr. 

3.81. This is the oranges-apples problem. In this case it is more like 
oranges and cows. 

3.82. We want f(z) = Yo. Well, it is possible that f(yo) = Yo, but this 
doesn't happen too often. The point Yo is known to be in the range of f, 
and we are looking for a point in the domain. There are plenty of functions 
with domain completely different from range. Nope, not Yo. 

3.83. No hints available. 

3.84. No hints again. Try hard, though, because nobody wants to do this 
often, but everybody ought to do it once or twice. 

Section 3.4.2 

3.85. You will surely need to have assembled the definitions of union, 
intersection, and set containment. It probably would help to draw a picture. 
BDT the most important thing is to start from the conclusion and work 
backward. Don't look at the next lines until you have tried again, but 
if you don't have them before you 8tart working with definitions and the 
hypothesis you are probably astray. You should have as last lines (and with 
the associated lines at the beginning of the proof in place): 

Thus Xo E (Ao n Bo) U (Ao nCo) by(?). 
Thus Xo E Ao n (Bo U Co) =} Xo E (Ao n Bo) U (Ao nco) 
by direct proof. 
So \fx(x E AD n (Bo U Co) =} x E (AD n Bo) U (Ao n Co)) by D.G. 
Since this is the definition of set containment, we do have 
Ao n (Bo U Co) <;;; (AD n Bo) U (AD nCo). 
Since Ao, Bo, and Co were arbitrary, the result holds in 
general by D. G. • 

The final hint is that you will need to use a proof by cases. 
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3.86. The hints for the previous exercise, suitably modified, work fine. 
l\'iake sure you get the concluding lines first, as far up as you can! Did you 
draw a picture? 

3.87. All you need to throw in here is the definition of set complementa
tion. But do draw some pictures. 

3.88. You are in great need of the definition of injective. Remember to 
work from the conclusion end! You might be helped by drawing some pic
tures. After you have tried those hints, here is another: you ought to get 
the ending lines below (don't peek before you've tried): 

Thus .r? = :.c~ by ('1). 
Thus go(.r?) = .9o(.r~) =? .:c? = x8 by direct proof. 
So V.rl,x2(YO(X,) = .90(X2) =? :['1 = ::C2) by D.G. 
Since this is the definition of injective, applied to go, 
we have go injective. • 

3.89. Along with the hints above, realize that the definition of surjective 
involves showing something exists. Thus the overall form of the proof is a 
grand E.G. (there's a U.G. on top of everything). Doing a few numerical 
examples might help, as might a picture. 

3.90. Work backward from the conclusion desired for g (or, better, go), 
inserting definitions as you go, before you try to do anything with the 
injectivity of fa. Well into the middle of things you ought to have assumed 
.9o(x?) = .90(.:c8) and be hoping to deduce x? = x8. In order to do this, you 
may finally use the definition of fo injective A~D a D.1. where you apply 
this definition to some elements. 

3.9l. The hints for the previous exercise are relevant, but things are 
harder because the definition of surjectivity has an existence claim in it, so 
on top of everything else is a proof based on E.G. I promise that you will 
have to usc E.I. from the definition of fa surjective on R to get a candidate 
for the thing you need for go. 

Section 3.4.3 

3.92. This is an old standard: the "trick" needed is to split off from 
the sum up through no + 1 the last term, and then use the "induction 
hypothesis" on the sum of the rest of the terms. 

3.93. The trick for this is virtually the same as that for the last one, 
although the algebra is different. 

3.94. This one requires some more algebraic ingenuity; what is required 
is to cube out the right hand side sensibly, so that you have the term the 
induction hypothesis helps with, and then do some overestimation on some 
ugly looking terms left over. 
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3.95. After you do it, you might want to think of a neater way to cope 
with P(l), P(2), ... , P(n) than this list. 

3.96. No hint needed, but which kind of induction are you using? 

3.97. Again no hint, and again what kind of induction are you using? 

Section 3.4.4 

3.98. Realize that there are two hypotheses on A and B if we agree not 
to write explicitly that they, and X, are sets. 

3.99. You may be out of practice at using examples. Try some small 
functions and some real-valued functions, give some non-examples, and 
when you get to the special case of some Xs, try some good small and 
extreme examples. It is perfectly fair to go back and look up examples 
you yourself constructed for XS some time ago, but get yourself completely 
refreshed on this stuff before going on. 

3.100. This is the proverbial second chance. 

3.101. Think of those big universal quantifiers out in front as letting you 
do something relevant without actually having to think. 

3.102. What are the choices for the proof of an implication? Which would 
you choose here? Why? 

3.103. No hint available, but this is just like previous exercises (which I 
guess is a hint, come to think of it). 

3.104. You need an element (not one of the sets) to apply it to. 

3.105. No hint, but please spend a solid amount of time at this. Here's the 
first time you've been asked to do some discovery, so invest in the process. 

3.106. Try around Exercise 3.79. 

3.107. A case with two subcases may not be pleasant, but you never 
would have gotten here without quantifier mechanics. 

Section 3.4.5 

3.108. No hint. 

3.109. The last hypothesis is really an existence claim: for each s in S, 
there exists (something). Fill in the something. After the usual clearing 
away of universal quantifiers for what you want to prove, use this last hy
pothesis first. A small example to accompany the proof may help; after you 
have cleared away the universal quantifiers, and used this last hypothesis, 
draw a picture of what you know is in R. What do the other hypotheses 
guarantee is also around? 

3.110. The proof really subdivides into three pieces. In each piece, you 
have a perfect chance to practice the art of stripping off universal quanti
fiers, getting the "fixed but arbitrary" thing or things, applying some other 
universals to it, and deducing what you want. 
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3.111. It may help to formulate the definition of injective (Definition 
1.2.1) so that the quantifiers are unmistakable. Having dealt with them, 
you need to apply the two universals in your hypotheses; the thing to be 
careful about is that you may only apply some universal about f to elements 
of the domain of f, and similarly for g. A picture or small example where 
the elements of the three relevant sets all look different (say, 2, a, X) may 
be useful. 

As a hint of last resort, here are the steps at the end of the proof you 
should have before you begin serious use of hypotheses at the beginning of 
the proof. 

Thus x~ = xg by (7). 
Thus (go 0 fo)(x?) = (go 0 fo)(x8) =} x? = x8 by direct proof. 
So \Ix], X2((gO 0 fo)(xd = (go 0 fO)(X2) =} Xl = X2) by D.G. 
Since this is the definition of injective, applied to go 0 fo, 
we have go 0 fa injective. 
Since go and fa were arbitrary, we are done by D.G. • 

3.112. The hints for 3.111 are useful again, suitably changed. 

3.113. Pictures may again be useful. But things are different from Exer
cise 3.111 because the definition of surjective contains an existential quanti
fier: thus the proof includes along with everything else an argument founded 
on the E.G. form. Remember to work from the conclusion backward as far 
as possible! And two applications of E.I. to the definitions of f and g sur
jective will be needed. 

3.114. The hints for the last exercise are relevant. After you are done. 
though, prove it by contraposition if you did not the first time, or some 
other way if you did use contraposition. 

3.115. Those that are available are given above in Hints 2.20-2.29,2.31-
2.37. and :3.56- 3.72. 

3.116. ::"Jo simple "proof-structure" hint for this is possible. 

Lab I: Sets by Example 

4.1. The simplest example and non-example will do. 

4.2. Give some non-numerical sets, too. 

4.3. Give some example of the same set (by the definition of "=") with 
at least four apparently different descriptions in terms of orderings and 
repetitions. 

4.4. No hint should be needed. 

4.5. A large collection of examples is appropriate, including some in which 
the letter "x" does not appear. Can you find some non-examples in that 
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the "condition" doesn't actually allow you to determine whether x is in the 
set or not? This would mean that in fact you didn't really have a statement 
when values for x were inserted. One way to do this is to have some other 
variables in your condition. 

4.6. Full exploration, please. For example, did you find a pair of sets A 
and B such that their intersection is the same as their union? Smaller than 
their union? Larger than their union? Did you include any infinite sets? 
Find any whose intersection has no elements? 

4.7. The object "I" is an element of {l, {I}}, where we have indicated 
by underlining the element of the set that makes the assertion true. The 
object "{I}" is also an element of {l, ill}, where again we use underlining. 

The object "{I}" is a subset of {l, {I}}, where the underlining again 

indicates why. Continue. 

4.8. How many distinct areas should there be? Well, something could be 
in all of the sets (that's one area), in three but not four (that's four more, 
one for each of the four cases corresponding to the omitted set), in exactly 
two of the sets (that can happen six different ways) . .. . Don't forget "none 
of the sets," although the area outside in your picture takes care of that. 
Are there enough areas in your picture? Do they correspond to the right 
things? 

4.9. No hint should be required. 

4.10. Your pictures should have various areas in them. One thing to 
help ensure good exploration is to label each of the areas (for example, 
one of them corresponds to A n B). Another way is to try to figure out 
when each of them would actually be absent (that is, there are no elements 
corresponding to that part of the picture). 

4.11. No hint is available ~ about all you can do is try different combi
nations of sets involving a and b. 

4.12. The reason care is needed is in coping with the case in which you 
are using {{a}, {a, b}} ~ {{ c}, {c, d}}. You may deduce from this that 
{ a} E {{ c}, { c, d}}, and thus {a} = {c} or {a} = {c, d}. It is tempting, but 
wrong, to discard the second immediately; remember that a set listing may 
contain repetitions, and so although it looks as if the set {c, d} has two 
elements, and so can't be {a}, that need not be true if the listing happened 
to contain repetitions. But what if it did? 

4.13. No hint should be required, but it helps to make the elements of A 
and B different to start with. What happens if they aren't, or if B is the 
same set as A? 

Lab I: Exercises 

4.14. Use Venn diagrams (along with other things) and realize that this 
is a name for a piece of a Venn diagram you didn't have a name for before. 
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4.15. The use of Venn diagrams helps. The custom is to make U a rect
angle with its interior unshaded, with all the other sets as portions of the 
interior in the usual Venn diagram style. Can you prove any of your con
jectures? 

4.16. If you didn't try Venn diagrams, you simply haven't been paying 
attention. But there is more to do: what, for example, is (AUB)DoB? What 
about other "mixtures" of set operations including Do? 

4.17. One way to do it is to produce some complicated set whose elements 
are sets whose elements in turn are a, b, and c in some combinations. But 
there's another way: suppose you made an ordered pair whose first term 
was (a, b) and whose second term was c'? Does this work? Prove it. 

4.18. Venn diagrams help a lot and answer the question for two sets. For 
three sets, note that if you start with #A + #B + #C, then everything that 
is in a pair of the sets has been counted twice, so you had better subtract 
off the number of things in all of the two-fold intersections. But there is 
then a piece of your Venn diagram for which you counted every element 
three times and then subtracted it off three times. Oops! Better add it in 
again .... 

Lab II: Functions by Example 

4.19. Very, very thorough exploration, please. For example, suppose A 
and B are the same set. What would the "identity function" look like as a 
set of ordered pairsC? 'What would a constant function look like? 

4.20. Luckily, you have already a large class of examples to try this out 
on. Also, it allows you to critique your collection from the previous problem: 
did any of your examples have range different from codomain'? 

4.21. 1\'0 hint required. 

4.22. If your examples included some familiar functions in their ordered 
pairs form, you ought to recapture them with this. If not, try the exercise 
of starting with a familiar function, turning it into its ordered pairs version, 
and then turning it back. 

4.23. Can you say precisely how to go from a table to the ordered pairs 
version? 

4.24. Of course, you can't give the complete listing of either, which is the 
whole point. 

4.25. Anything involving F is doomed; the point is that the "squaring" 
(or whatever) is something about what happens to values. 

4.26. Practice carefully. An example worth noting is the Sine function, in 
which "Sine" is the naIIle of the function, although we think of the formula 
f given by f(x) = sinx. The subtlety here is that you really don't have a 
formula for the Sine (you do? what is sin2'?). 
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4.27. Luckily, by now you have a fairly full collection of examples of 
functions in both ordered pair and functional notation. These definitions 
deserve exploration with all of them. 

4.28. No hint is needed, although diligence is. 

4.29. What is needed to have (a,c) Ego f is that there be (a,b) E f 
and (b, c) E g for some b. So there is certainly a picture, with two arrows, 
one from a to b and one from b to c, which could be drawn in the function 
picture discussed before 4.28, suitably modified to include the two functions 
f and g. Also, to have (a, c) Ego f is to have (g 0 f)(a) = c. But c = g(b) 
since (b, c) E g, and so .... Thus we get back to the usual notation as 
expected. 

4.30. Recall that the definition of function requires that each element in 
the domain occur as the first member of an ordered pair (the condition to 
ensure this is the easy one to miss). And that is another condition needed 
for a function; what condition on f ensures this condition on the "reversal" 
of f? 

4.31. No hint available. 

4.32. The identity function is easy, particularly if you rewrite it in the 
more familiar functional notation. And then to check that you have gotten 
the inverse, it merely comes down to composition of functions, one f, the 
other your candidate for f-1. 

Lab II: Exercises 

4.33. Examples with about three elements per set are plenty; also, sup
pose h(ad = h(a2) for some a1 and a2, but f(ad and f(a2) are distinct? 

4.34. What if f happens to be surjective? 

4.35. The only problem is the psychological hurdle of constructing an 
ordered pair one (or both) of whose members is itself an ordered pair. 

4.36. Remember that everything eventually comes down to the level of 
values. For example, to find the identity element, you want some function 
id so that f +id = f. What does this become at the value level? What does 
this say about each value of id? Now assemble these values into a function. 

4.37. Hint: one of the sets is f itself. Now, what other sorts of sets can 
sensibly be intersected with a collection of ordered pairs? 

Lab III: Sets and Proof 

4.38. Well, let's assume S E S and see if we find a contradiction. For this 
to be true, we must satisfy the condition in the definition of S, namely, 
x tI. x, with S substituted for x. This yields S tI. S, so the assumption 
S E S yields S tI. S, a contradiction. Continue. 



184 Appendix B. Hints 

Lab III: Exercises 

4.39. Recall that '{:}' is 'if and only if,' and so some statement 'P {:} 
Q' is the same as '(P =} Q) and (Q =} P).' This in hand, things are 
straightforward manipulation of universal quantifiers. 

4.40. Argument by cases is useful for handling the "or" in the definition of 
union, after that definition is inserted in the appropriate place in the proof. 
And surely you were going to use the strategy of proof by two containments. 

4.41. Straightforward; you do have to deal with what x if- (BUG) means. 
One approach is to think a little; the other approach is to formally negate 
x E (BU G). 

4.42. Realize that this is (or can be) really four subproofs, since there 
is an if and only if, and since each of its parts might involve a double 
containment proof. Further hint: proof by contradiction. 

4.43. There are several strategies for trying to do this sort of problem. 
One is to construct enough examples so that you are sure, in advance of 
trying to prove anything, of the truth or falsity of what you have. Another 
approach is to simply embark on trying to prove each of them; if you 
get stuck at some point where it just seems that your hypothesis couldn't 
possibly yield what you need, then you look for a counterexample based 
on the perceived discrepancy ("this all by itself couldn't possibly guarantee 
that, because of this example ... oh, there's my counterexample"). 

4.44. No hint available or needed. 

4.45. If you didn't make up a good example collection, you deserve what
ever happened to you. It is, for some people, possible to prove all these 
things on the purely formal level, but even if you can do that you shouldn't. 
A useful fact to remember for one of the problems is that A E P(A). For 
the last statement, please make sure you distinguish between 0 and {0}. 

4.46. Recall that you have two ways to prove 'Vn(P(n))' if the relevant 
n are positive integers, although you may tend only to think of one. 

Lab IV: Functions and Proof 

4.47. "Each element of ... " clearly calls for V; less easy to see is that the 
relevant quantifier is :3 for the remainder, but even with this hint things 
aren't too easy. 

4.48. Va(a E A=} :3b(b E B and what?). 

4.49. Va((a E A and (a, b) E f and (a, c) E f) =} what?) What is needed 
to ensure that the apparently different pairs (a, c) and (a, b) are really the 
same? By the definition of ordered pair, how could this happen? 

4.50. VfVa((limx->a f(x) = Land limx->a f(x) = M) =} what?). 
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4.51. \fa E A(::Jb((a, b) E J)) is one. Note, though, that we have hidden 
a quantifier in this language, which may make proving things harder, not 
easier. 

4.52. This is worth doing but not worth a hint. 

4.53. Surjective requires that something exist, injective that something 
is unique. 

4.54. You've explored these with examples before. One new kind of ex
ploration is to think about how, given the quantified definitions, proofs are 
likely to go. And you do have to check that j-I, as defined, is a function. 

Lab IV: Exercises 

4.55. You may wonder why there is no requirement that j-I be a func
tion here, but it is there. Recall that we have only defined composition of 
functions, and so when we write things like (f-I 0 J) there is implicit that 
assumption that each is a function. 

4.56. On one hand, you have that two sets of ordered pairs are equal, 
and want to show that two other conditions. It is useful to say, in terms of 
the set of ordered pairs comprising j, what is domain(f)? (The set of all x 
such that there exists a pair (x, b) ... .) The business of showing that for 
all x, j(x) = g(x) is merely universal quantifiers and change to functional 
notation. 

The other direction, in which you assume functional equality, is almost 
a reversal of the above arguments. Indeed, in some proofs, you will even 
read something like "the reverse direction follows essentially by reversal of 
the argument." 

There is one subtle point. Which should be done first, some argument 
about equality of domains or some argument about how j (x) = g( x) for all 
x? Answer: you won't really be able to deal with "\fx" unless you already 
have the domains in control. 

4.57. This is entirely diligence and good exploration. One way to get 
some examples (not a complete set, but useful for comparison) is to take 
some function example from the past and either add or delete ordered 
pairs. One possible example is to take the square function and add in all 
the negatives of the squares. Finally, as far as R- I goes, in what regard 
does the definition of composition of functions really need to be changed 
to define composition of relations? 

4.58. This is actually a little easier in the ordered pair formulation of 
functions, although you should do it both ways. The only tricky point, after 
the usual manipulations with quantifiers, is when you are confronted with 
(g 0 J) (ad = (g 0 J) (a2). The crucial thing to recall is that (g 0 j) (x) = 

g(f(x)). Now use the universal quantification on g injective, applied to 
the right thing, which is not x. What is the right thing? Note that it 
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could hardly be :£, since x is unlikely to be in the domain of g except by 
coincidence. 

4.59. These are manipulation of definitions and quantifiers. You may 
fairly complain that the product of functions has not been defined, so what 
does XA . XB mean? This complaint is technically correct, but in Exercise 
4.36 of Section 4.2.1 we defined addition of functions, so a little initiative 
is all that is required. 

4.60. Remark that in a previous exercise (Exercise 4.35 of Section 4.2.1) 
you came up with what you thought was the right function. Now you have 
the definitions to prove it. 

Lab V: Exercises 

4.61. That this is important should be clear, since half of this book is 
about it. As for the results in the Proposition, it is simply a matter of 
quantifier and definition manipulation to get all of them. 

4.62. The key to this is so easy you may have missed it: f( C) = F( C) 
and r 1 (C) = Fn (C). As for the last thing, realize that C!::::..D = (C - D) U 
(D - C), and you have a host of results about how the function F and Fn 
behave on unions and set differences. Finally, you could prove things about 
!::::.. directly from the definitions, but it is reinventing the wheel to do so. 

Lab VI: Exercises 

4.63. One place to look is open intervals like (-r, r); another is to in
tersect these intervals with the set of rationals, so as to get {s : 151 < 
rand .5 is rational}. For the finite examples, three-set families work fine. 

4.64. Exploration by examples is crucial, since these ideas aren't natural 
the first time you see them. For example, what is Sx2+x-4? 

4.65. If you think of an index as being a marking "tag" of some kind, to 
mark a set So x Ta you need a tag with both the information in C1 and that 
in ,3. An analogy might be how you used to label positions in matrices. The 
other discoveries are easy explorations, and their proofs easy use of double 
containment for sets and quantifier manipulations. Also, think of these S" 
and Ts as subsets of the real numbers R, and draw pictures of the various 
sets of points. 

4.66. One approach, although by no means the only one, is proof by 
contradiction. After all, what better way to prove that something is the 
empty set than to show that no thing can be in it? By the way, you ought 
to actually try to find such a collection of sets; open intervals again! 

4.67. Half lines. 

4.68. No hints needed. 

4.69. An easy surjective function from S to S is I given by /(:1;) = :r for 
all x. Then S = {S8 : S E S}. 
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4.70. There are a few special cases, I guess, if the family of sets is empty 
or has one element! 

4.71. Done. 
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Abelian (group), 168 
in problems, 75 

addition (of functions) 
definition, 129 

adjacent (vertices) 
definition, 5 

also (as proof cue), 40, 41 
alternating series, 33 
and (logical), 69 
antisymmetric (relation) 

definition, 26 
applying, 85 
arbitrary (as proof cue), 84, 89, 95 

in problems, 64 
as desired (as proof cue), 45, 48, 50 

in problems, 55 
as required (as proof cue) 

in problems, 56 
as was to be shown (as proof cue), 

50 
associative (binary operation), 26 
assume (as proof cue), 60 

contradiction start cue, 51 
contraposition start cue, 50 
proof by cases start cue, 60, 61 

at least one, 133 
at most one, 133 

audience assumptions 
(in proof presentation), 
46-47 

basic examples, see examples, basic 
bijection, see bijective (function), 127 
bijective (function), see also 

one-to-one correspondence 
definition, 127 

binary operation 
definition, 25 
informal definition, 22 

bound (variable), 89, 105, 129 
bounded above (sequence) 

definition, 25 
bounded above (set) 

definition, 7, 173 
in problems, 54, 91 

bounded below (set) 
in problems, 54, 91 

Cartesian product, 131, 152 
definition, 5, 121 

cases, proof by, 59--61, 96, 98, 104, 
111 

cues, 59 
in problems, 63, 64, 184 
proof form, 72 
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Cauchy (sequence) 
in problems, 81 

characteristic function (of set), 108, 
111 

definition, 20, 136 
codomain (of function), 16 

definition, 134 
formal definition, 123 

collection, see also set, 118, 140 
commutative (binary operation) 

definition, 26 
complement (of set), 111 

definition, 122 
complete (system), 118 
composition (of functions) 

definition, 127, 134 
in problems, 32, 54, 55, 90, 92, 

112, 136 
compound statements (in logic), 69 

in problems, 73 
concept definition, 148 
concept image, 148 
conclusion, 97, 98 
condition, see statement form, 7, 27, 

74, 119 
congruent (triangles), 37 
connected (graph) 

definition, 5, 26 
in problems, 75, 160 

connected (set), 54 
in problems, 90 

consistent (system), 117 
contained in, set: also subset, 119, 

130 
YS. is an element of. 120 

continuous (function), 31, 76, 79, 82, 
84. 161 

definition, 24 
in prohlems, 75, 78 

contradiction, proof by 
(of implication), 
49, 51--52 

cues 
start cues, 51 

direct or contraposition preferred, 
52 

in problems, 54 
proof form, 73 
vs. contraposition, 5] 

why choose?, 58 
special cue, 58 

contraposition, proof by 
(of implication), 49-50 

cues 
start cues, 50 

preferred to contradiction, 52 
proof form, 73 
vs. contradiction, 51 
why choose?, 57 

contrapositiYe, 49 
convergent (sequence) 

in problems, 81 
convex (function) 

definition, 16 
cues for proof structure, see proof, 

cues 
cycle (on graph), 155 

definition, 5 
in prohlems, 12 

De Morgan's laws (for sets), 131 
for families of sets, 144 

decreasing (family of sets) 
definition, 144 

deduction form, 71, 73, 84, 85 
definitions 

use in proofs, 82-83, 97-100,102, 
103, 108 

degree (of vertex in graph) 
definition, 27 
in problems, 78 

denote (as proof cue), 41, 86 
dense (set in metric space), 64 

in problems, 94 
difference (of sets) 

definition, 122 
differentiable (function), 29, 76, 79, 

83 
in problems, 75 

direct proof (of implication), 48, 98 
cues 

end cues, see as desired (as 
proof cue), see as required 
(as proof cue), see as was 
to be shown (as proof cue), 
see Q.E.D., 50 

start cues, 49 
preferred to contradiction, 52 



proof form, 71 
why choose?, 57 

disjoint (family of sets) 
definition, 142 

distance (vertices of graph) 
definition, 21 
in problems, 23 

di"tinct, 172 
distinct (as proof cue), see there 

exist distinct 
distributive laws (for set,,), 131 
domain (of function), 16 

definition, 134 
formal definition, 123 

double implication, see if and only 
if (¢?), 53 

E.G. (Existential Generalization), 87, 
174 

cuing, 87 
E.I. (Existential Instantiation), 86, 

174 
cuing, 86 

eccentricity (of graph) 
definition, 21 
in problems, 23 

edge (edges) 
definition, 5 

element (of set) (E), 118 
vs. contained in, 120 

empty (set), 120 
definition, 18 

equation 
as statement form, 75 

equivalence relation 
definition, 6 
in problems, 16, 35, 56, 92, 112, 

154, 156, 163 
equivalent (logical statements), 70, 

99 
in problems, 73 

exactly once, 132 
examples, 1 

basic, 15 
for definitions, 2 
for theorems, 7 

extended, 12, 15 
extreme, 21 
non-examples, 23 
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for definitions, 24 
for theorems, 27 

small, 18 
standard sources, 17 
too special, 9 

Existential Generalization, see E.G. 
(Existential Generalization) 

Existential Instantiation, see E.I. 
(Existential Instantiation) 

existential quantifier (:=I), 76, 104, 105 
existentially quantified statements 

deduction form 
(for use in proofs), see also 
E.I. (Existential 
Instantiation), 85-86 

proof form, see also E.G. 
(Existential Generalization), 
87, 104 

exists and is unique, 133 
extended examples, see examples, 

extended 
extreme examples, see examples, 

extreme 

f(5), 136 
rl(5), 137 
family, see also set, ll8, 140 
Fibonacci sequence 

definition, 108 
fixed but arbitrary, 87 
for all, see universal quantifier (\I), 

76 
for any, see universal quantifier (\I) 
for each, see universal quantifier (\I) 
for every, see universal quantifier (\I) 
free (variable), 89,105,129 
function 

continuous, see continuous 
(function) 

definition, 20 
bad,20 

formal definition, 123, 133 
injective, see injective (function) 
notation, 16, 21 
one-to-one, see one-to-one 

(function) 
onto, see onto (function) 
past definitions, 123 
piecewise defined, 24, 159 
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function (cant.) 
surjective, see surjective 

(function) 
vs. relation, 157 

further (as proof cue), 41 
further (with meaning "hence"), 41 

generic (as proof cue), 84, 89 
Godei, Kurt, 118 
graph, 81, 9:3 

definition, 5 
in problems, 21, 23, 27, ,55, 56, 

6:3, 75, 78, 81, 91, 92, 153 
isomorphic graphs, 

see isomorphic (graphs) 
multigraph, 159 
vertex (vertices), see vertex 

(vertices) 
graphic (sequence for graph) 

definition, 27 
in problems, 63, 9:3 

group, 38 
in problems, ,54-56, 64, 75, 78, 

80, 90-92, 94 
informal definition. 6, 22 

has an (as proof cue) 
meaning "there exisb" , 

see existential quantifier (~), 
169 

has two (as proof cue) 
meaning "there exist distinct", 

169 
hence (as proof cue), see synonyms 

so, therefore, thus, 40, 41 
homomorphism (group) 

informal definition. 7 
How To Solve It, 30, 114, 115, 147 

identity element (for binary 
operation) 

definition, 26 
identity element (of group), 54, 158 

in problems, 55, 78, 90, 91 
if and only if (9), 5:\ 
if~then, see implication (=?) 
iff, see if and only if (9) 
image (of set under function) 

definition, 20, 136 

implication (=?), 48, 69, 79, 98 
unintuitive truth table, 69 

implies, see implication (=?) 
Inclusion-Exclusion, Law of, 122 
increasing (sequence), 45 

definition, 16 
in problems, 25, 32 

independent (paths on graph) 
definition, 12 

index, 142 
indexed family of sets 

definition, 141 
indexing function, 142 
induced set functions 

definition, 137 
in problems, 139 

induction, proof by, 6162. 107 
cues, 62 
formal version, 107 
in problems, 39, 63, 64 
weak form, 62, 108 

induction, weak, see also induction, 
proof 

inference form, see deduction form 
inference scheme. see deduction form 
injection, see injective (function), 126 
injective (function), 2-4,19,161,162 

definition, 2, 126 
in problems, 20, 32, 54-56, 76, 

90, 92, 112, 136, 157, 158, 
172 

Intermediate Value Theorem, 14, 87 
in problems, 31, 33, 81 
statement, 12, 15 

intersection (of sets), 112, 152 
definition, 4, 119, 131 
denoted (n), 119 
family of sets, ,54, 90 

definition, 141 
in problems, 55, 63, 90, 92 
indexed family of sets 

definition, 142 
inverse (function) 

definition. 128, 134 
inverse (in group) 

in problems, 64. 94 
inverse (relation) 

definition. 16, 1:35 
in problems. 32 



inverse (with respect to binary 
operation) 

definition, 26 
irreflexive (relation) 

definition, 26 
in problems, 160 

isomorphic (graphs) 
definition, 5 
in problems, 55, 91 

large scale proof structure cues, 
see also proof, cues, global 
structure, 42 

least upper bound, 7 
let (as proof cue), 41, 86 
linearly dependent (vectors), 81 

in problems, 54, 91 
local proof structure cues, 41 
Lucas sequence 

definition, 108 

mammal, 1,23,35 
mathematical induction, 

see induction, proof by 
mathematical logic, 67 
Maximum Theorem, 87 

in problems, 33, 81 
statement, 31 

Mean Value Theorem, 7-14, 28-32, 
79,82,87 

statement, 7 
member (of set), see element (of set) 

(E), ll8 
metric, 92, 94 

in problems, 63, 64 
modus ponens, 71 
modus tollens, 71 
mutatis mutandis, 61 

naming, 85 
necessary (condition), 

see implication (=?), 53 
in problems, 136 

necessary and sufficient condition, 53 
negation of quantifiers, 77 

in problems, 78 
non-examples, see examples, 

non-examples 
not (logical), 69 
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note (as proof cue), 40, 41 
null (set), see empty (set), 120 

observe (as proof cue), 40, 41 
once, 132 
once and only once, 132 
one-to-one (function), see also 

injective (function), 126 
one-to-one correspondence, 

see bijective (function), 
127 

definition, 5 
in problems, 23 

only if, see implication (=?), 48, ,52 
only once, 132 
onto (function), see surjective 

(function), 127 
open (set) 

in problems, 80 
or (logical), 69 

inclusive, 69 
order (of quantifiers), 76 
ordered pair, 121 

definition, ll, 121 
property needed, 121 

pairwise disjoint (family of sets) 
definition, 143 

partition (of set) 
definition, ll, 35 
in problems, 12 

path (on graph) 
definition, 5 

perfect pairing (of graph), 81 
definition, 27 

pictures, 3, 19 
platypus, 1, 14 
Polya, 57 
power set 

definition, 132 
pre-image (of set under function), 

137 
definition, 17 

predicate calculus, 73 
product (of functions) 

in problems, 186 
proof 

cues 
global structure, 41, 44 
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proof (cant.) 
local structure. 37, 43-44 
redundant, 46 

discovery of, see proof 
discovery 

informal definition, 70 
presentation, 42- 43. 47 
real-life, 45, 47 
structure, 67 

proof discovery. 56, 100 
from formal structure, 94-96 

conclusion form, 9.5 
hypothesis form, 96 

proof forms. 71, n, 84. 85 
existentially quantified statements, 

see E.G. (Existential . 
Generalization) and 'ander 
existentially quantified 
statements 

implication, 48 
choosing a form, 56-59 
contradiction. 

see contradiction. 
proof by (of implication), 
49 

contrapositioll (indirect), see 
contraposition, proof by (of 
implication), 49 

direct proof, see direct proof 
(of implication), 48·50, 101 

universally quantified statements. 
see U.G. (Universal 
Generalization) and under 
universally quantified 
statements 

propaganda, 1, 33, 65, 67, 94, 112 
property, see condition and statement 

form. 74 
propositional calculus, 73 

Q.E.D., 48, 50 
quantifiers (logical), see also 

universal quantifier (\f), 
existential quantifier (:J), 
65, 73, 76 

in problems, 77 
negation of, see negation of 

quantifiers 

quod erat demonstrandum, 
see Q.E.D. 

range (of function) 
definition, 134 
formal definition, 124 

recall (as proof cue), 41 
reductio ad absurdum, 

see contradiction, proof by, 
49 

reflexive (relation) 
definition. 6 
in problems, 11,26,75,112,160 

relation, 20 
definition, 5, 135 
in problems, 6, 11, 15, 21, 23, 

32,56,75,76,92,112,144. 
153 

on a set 
definition, 6 

vs. function, 157, 159 
restriction (of function) 

in problems, 129 
Russell's Paradox, 74, 130 

Sandwich Theorem 
statement, 35 

say (as proof cue) 
proof by cases 

to indicate omitted case. 61 
sequence (of real numbers), 40, 159 

in problems, 81 
set, 118 
set (as proof cue), 41, 86 
set builder notation, 74, 129 
set family intersection, 

see intersection (of sets), 
family of sets 

small examples, see examples, small 
so (as proof cue), see synonyms 

hence, therefore, thus, 40, 
41 

statement (logical), 69, 74, 76 
vs. statement form, 74 

statement form, 74-76, 79, 82 
in problems, 75, 78 
vs. statement, 74 

subscripting convention 
Existential Instantiation, 86 



Universal Generalization, 87, 88, 
101 

subset, see also contained in 
definition, 119, 130 
denoted (<:;;), 119 

such that (as proof cue), 169 
sufficient (condition), see implication 

(=?), 53 
in problems, 136 

suppose (as proof cue), see assume 
(as proof cue) 

as start cue for proof by cases, 
60 

surjection, see surjective (function), 
127 

surjective (function), 19 
definition, 5, 127 
in problems, 20, 112, 136, 157, 

158 
symbolic logic, 69 
symmetric (relation) 

definition, 6 
in problems, 11, 26, 75, 112 

symmetric difference (of sets) 
definition, 122 
in problems, 139 

table of values (defining function), 
124 

tautology, 70 
TFAE, see the following are 

equivalent, 53 
the following are equivalent, 53 
then (as proof cue), 41 
theorem statement (logical form of), 

78,80 
in problems, 80 

there exist distinct (as proof cue), 
170 

there exists, see existential 
quantifier (3), 76 

there is (as proof cue), 86 
therefore (as proof cue), see synonyms 

hence, so, thus,40,41,47, 
164 

thus (as proof cue), 
see synonyms 
hence, so, therefore, 
40, 41, 46, 164 

trail (on graph) 
definition, 5 

transitive (relation) 
definition, 6 
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in problems, 11, 26, 75, 112 
tree (graph) 

in problems, 81 
trivial (trivial case), 64 
trivial (trivial case) (as proof cue) 

proof by cases 
indicating omitted case, 61 

truth tables, 69, 167 
in problems, 73 

U.G. (Universal Generalization), 87, 
97, 101, 109 

cuing, 89 
subtleties, 88 

U.l. (Universal Instantiation), 
85, 175 

cuing, 85 
union (of sets), 152 

definition, 4, 120, 131 
denoted (U), 120 
family of sets 

definition, 140 
in problems, 63, 92 
indexed family of sets 

definition, 142 
unique, 133 
uniqueness (proofs of), 165 
Universal Generalization, 

see U.G. (Universal 
Generalization), 87 

Universal Instantiation, 
see U.l. 
(Universal 
Instantiation) , 
85 

universal quantifier (\7'), 47, 76, 79 
proof form for, see also U.G. 

(U niversal Generalization) 
in problems, 64 

universal set, 122 
universally quantified statements 

deduction form 
(for use in proofs), 
see also U.L (Universal 
Instantiation), 85 
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universally quantified statements ( cont.) 
proof form, 

see also U.G. 
(Universal 
Generalization) , 
87-90, 101 

upper bound (of set), see also least 
upper bound 

definition, 7, 173 
in problems, 54, 91 

variable(s), 40, 41, 74 
vector space, 38 

in problems, 54, 91 
Venn diagrams, 120 
vertex (vertices) 

definition, 5 

W.L.O.G., see without loss 
of generality 

w.l.o.g., see without loss 
of generality 

walk (on graph) 
definition, 5 
in problems, 32, 56, 92 

weak induction, see induction, proof 
by 

without loss of generality (W.L.O.G., 
w.l.o.g.), 
see W.L.O.G. 
and w.l.o.g., 
60,61 

in problems, 54, 91 
WLOG 

in problems, 55, 91 
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