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PREFACE TO THE SECOND
EDITION

For the second edition, apart from minor changes in the first edition material,
the following sections have been added: 5.9, 6.7-6.10, 7.1, and 7.2.

My feeling is that a basic course should include at least the following sec-
tions

Chapter 1: 1.1-1.5

Chapter 2: All, except perhaps 2.2
Chapter 3: quickly

Chapter 4: 4.1-4.3

Chapter 5: 5.2, 5.3, 5.5-5.8
Chapter 6: 6.3-6.6

Then, if there is time for more material, there are several possibilities. For a
taste of theoretical computer science, there is Section 4.5. For more combi-
natorics there is a brief introduction to graph theory in Section 5.9. Further
topics in number theory can be found in Sections 6.7-6.10 and in the intro-
duction to the Gaussian integers in Section 7.2. Section 7.1 introduces the
field C of complex numbers. Students already minimally acquainted with C
and interested in number theory can go directly to Section 7.2 after Section
6.4, though for that it would be useful to first see the definitions of “ring” and
“field” in Section 6.1.

Because students in this course will have seen functions before at some
level, e.g., in an introductory calculus course, probably Chapter 3 can be done
quickly. But students should be comfortable proving that the composition of
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two bijections is a bijection. (For mysterious psychological reasons, proving
surjectivity seems to be especially difficult for students.)

There is no algorithm available that will guarantee a successful transition
to mathematical maturity, or even a clear definition of what is meant by that
maturity. But to attain it—whatever its definition—students need to be chal-
lenged by sophisticated concepts and acquire the patience and fortitude to
overcome the initial confusion that those concepts generate. My experience
has been that working with the power set P(S) of a set S is especially useful
for this purpose, perhaps because the student needs to be comfortable viewing
an element of P(S) as both a thing and as a collection of things. Then, if
students grasp Cantor’s theorem saying that the cardinality of S is less than
that of P(S), and that consequently there are infinitely many different levels
of infinity, they come to appreciate how the careful expression of mathematical
ideas can lead us beyond what can be achieved by gut instinct alone. More-
over, working through Cantor’s argument provides an excellent opportunity
to observe and appreciate genius at work.

Number theory offers an abundance of other displays of mathematical ge-
nius. For example, consider Euclid’s startlingly short and simple proof that
there are infinitely many prime numbers. And then there are the dramati-
cally different proofs of that fact by Polya (using Fermat numbers) and Euler
(using infinite series), demonstrating the remarkable diversity of perspectives
from which a mathematical notion can be explored. Finally, number the-
ory provides an abundance of easily stated unsolved problems, some of which
have been with us for centuries, and this helps the students appreciate that
mathematics is a living science, not just a body of facts. This too is part of
mathematical sophistication.

I thank Jessica Wirtz for her fine work preparing an assortment of diagrams.
And I thank Debbie Ceder, a keyboard virtuoso, for her patience and for her
extraordinary efforts dealing with the wide range of complexities that arose
in handling an assortment of files to produce a coherent final document.

Finally, I dedicate this book with love to my wife Susan and my sons David
and Ben. They continue to astonish and inspire me.

LARRY J. GERSTEIN



PREFACE TO THE FIRST EDITION

This is a textbook for a one-term course whose goal is to ease the transition
from lower-division calculus courses to upper-division courses in linear and
abstract algebra, real and complex analysis, number theory, topology, com-
binatorics, and so on. Without such a “bridge” course, most upper-division
instructors feel the need to start their courses with the rudiments of logic,
set theory, equivalence relations, and other basic mathematical raw materials
before getting on with the subject at hand. Students who are new to higher
mathematics are often startled to discover that mathematics is a subject of
tdeas, and not just formulaic rituals, and that they are now expected to under-
stand and create mathematical proofs. Mastery of an assortment of technical
tricks may have carried the students through calculus, but it is no longer a
guarantee of academic success.

Students need experience in working with abstract ideas at a nontrivial
level if they are to achieve the sophisticated blend of knowledge, discipline,
and creativity that we call “mathematical maturity.” I don’t believe that
“theorem-proving” can be taught any more than “question-answering” can be
taught. Nevertheless, I have found that it is possible to guide students gen-
tly into the process of mathematical proof in such a way that they become
comfortable with the experience and begin asking themselves questions that
will lead them in the right direction. As with learning to swim or ride a bi-
cycle, there are usually anxieties to be overcome; and, especially in view of
the “cookbook” experience of many calculus courses, it takes a while for stu-
dents to come to believe that they may be capable of solving a problem even
when no instantaneous solution presents itself. But in time students become

vii
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familiar with the process by which we prove most theorems: a thoughtful os-
cillation between what we know to be true and what we want to show to be
true, until the gap between the two has been closed. Sometimes this involves
a gradual buildup of knowledge, coupled with a breakup of the objective into
more manageable parts. Sometimes computational experiments lead to new
understanding of the structures under investigation. Sometimes sudden in-
sights come after a period of quiet reflection. There is no section in the book
called “How to Prove a Theorem,” because it would be dishonest to pretend
that mechanical rituals can replace creative thinking when we are doing sub-
stantial mathematics. However, after going through the material in this book,
the student who is asked to prove something will not feel like a stranger in a
hostile land.

Part of the transition to mathematical maturity involves learning to use the
language of mathematics. Having convinced ourselves that we have solved a
difficult problem, we need to write up the solution in a way that will convince
the possibly skeptical reader. This task can be made easier by the judicious use
of the notation and terminology that have been developed for the purpose of
presenting mathematics in a clear and efficient fashion. We will spend a good
deal of time exploring this mode of expression, because mastery of language
is an important step toward the mastery of ideas.

In writing this book, beyond introducing fundamental mathematical struc-
tures and exploring techniques of proof, I have tried to convey some of the
excitement and delightful confusion that a professional mathematician expe-
riences when confronting the unknown. It is important that students develop
an awareness of mathematics as an independent science, and not just as a
collection of tools. Like any science, mathematics is a thriving wonderland of
research, with many mysteries to keep us humble despite the subject’s many
remarkable achievements. The final chapter, on number theory, includes the
statement of several problems whose solutions have so far eluded mathemati-
cians, in some cases for centuries.

Strictly speaking, there are no college-level prerequisites for the material
to be found here; indeed, this book could be used as a source of special topics
for talented high school students. But in fact I have assumed that this is
not the student’s first encounter with college mathematics, and that some
“seasoning” from, say, a year of calculus has already occurred (though calculus
is not a prerequisite for anything here). I have also assumed that the student
is prepared to pursue ideas with considerable intensity.

Because this is an introductory text, I have made every effort to give stu-
dents a broad view of the mathematical experience. Accordingly, the book
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includes a wide-ranging assortment of examples and imagery to motivate the
material and to enhance the underlying intuitions. I have tried to strike a bal-
ance between rigor and informality, not by operating in some middle region
but by using both styles in what I think is a reasonably balanced way. Also,
I have not hesitated to consider a given topic from more than one perspective
or at more than one level of rigor.

Most exercise sets include at least some routine exercises that check whether
the student has mastered the meaning of terminology and notation. But the
majority of the exercises are more substantial and will require some cogitation,
experimentation, review of definitions, clarification of goals (“What do I have
to show?” “What am I after?”), and perhaps some struggle. While re-reading
some or all of the section (and especially the definitions) may be helpful in
solving an exercise, it will usually be futile to search for a worked example
in a section that is identical to the exercise except for a trivial change. My
goal throughout has been to encourage the flexible and original thinking that
characterizes creative mathematical activity, not to serve as a drill sergeant.
In some cases a complicating issue will arise in an exercise that will not be
completely resolved until later in the book, though that later material will not
be needed in order to solve the exercise.

Throughout my work on this project I have been sustained by the cheerful
affection I have received from my family. I thank my sons, Ben and David, for
the inspiration I have derived from their creativity; and I thank David again
for his three drawings. Finally, I want to express my unbounded appreciation
to my wife Susan, the Lone Ranger of mathematics copyediting, who has come
to the rescue again and again, her red pencils ablaze in the moonlight. Where
she has found confusion she has brought clarity; where she has found despair
she has brought hope; where she has found sadness she has brought joy.

I dedicate this book to my remarkable family.

LARRY J. GERSTEIN
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CHAPTER

LOGIC

1.1 Statements, Propositions, and Theorems

Mathematics, like ice cream and politics, is discussed in sentences. This is
not always immediately apparent, because mathematical sentences may be
presented in eccentric formats. For example,

2 271
+3 and / sinzdr =0
0

5

are sentences. We will not give a precise definition of sentence or statement
(the terms will be used interchangeably), or of the adjectives true and false
used in classifying sentences. But we will adopt the convention that some
sentences are true, others are false, no sentence is simultaneously true and
false, and some are neither true nor false.

Neither
True true
False nor
false

Sentences

Care is essential if we are to make sense out of this scheme of sentence
classification. For example, consider the simple statement, “Charles snores.”
Does this mean “Charles snores every night,” “Charles has been known to
snore,” “Charles is presently snoring,” or what? To which “Charles” does

L.J. Gerstein, Introduction to Mathematical Structures and Proofs, Undergraduate Texts in Mathematics, 1
DOI 10.1007/978-1-4614-4265-3 1, © Springer SciencetBusiness Media, LLC 2012
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the sentence refer? We cannot label the statement true or false until we have
further clarification.

Distinguishing what is true from what is not true is fundamental in math-
ematics, and, if we are to proceed without confusion, we must first establish
the rules of the game. We begin our activities in a mathematical system by
agreeing to recognize certain kinds of expressions as statements in our math-
ematical language. For example, these might be ordinary English sentences,
or statements in a particular computer language, or strings of newly created
symbols assembled according to some given guidelines. Next we agree to clas-
sify a given collection of one or more mathematical statements as true; these
statements are called axioms. (The word “true” here will not always relate
to our ordinary notions of truth, especially since the expressions we accept
as statements might not resemble statements in our natural language.) Last,
we adopt a system of rules by which we can label certain new statements as
“true”; these statements will be related in carefully specified ways to state-
ments that we already accept as true. These rules of truth assignment are
called our laws of logic, deduction, inference, or proof. A proof is a chain
of statements leading, implicitly or explicitly, from the axioms to a statement
under consideration, compelling us to declare that that statement, too, is true.
Once we have assumed a system of axioms and logical laws, we become con-
cerned with the consequences of those assumptions, rather than with a more
absolute level of truth. A statement that has been proved is called a theorem.

Swallowing a list of axioms as an initial mathematical act may not be
easy; the axioms may be in conflict with our intuitions, if “true” has its usual
meaning. Consider the following excerpt from Bertrand Russell’s autobiog-
raphy, describing Russell’s first encounter with Euclidean geometry. [Russell
(1872-1970) was a great mathematical philosopher.]

At the age of eleven, I began Euclid, with my brother as my tutor. This was one of
the great events of my life, as dazzling as first love. I had not imagined that there
was anything so delicious in the world. From that moment until Whitehead and I
finished Principia Mathematica, when I was thirty-eight, mathematics was my chief
interest, and my chief source of happiness. Like all happiness, however, it was not
unalloyed. T had been told that Euclid proved things, and was much disappointed
that he started with axioms. At first I refused to accept them unless my brother
could offer me some reason for doing so, but he said: “If you don’t accept them we
cannot go on,” and as I wished to go on, I reluctantly admitted them pro tem. The
doubt as to the premisses of mathematics which I felt at that moment remained with
me, and determined the course of my subsequent work.

The axiom system in the following example is more abstract than that of
Euclid’s geometry, and this system runs no risk of unsettling our intuitions.



1.1. STATEMENTS, PROPOSITIONS, AND THEOREMS =« 3

1.1 ExamMPLE. Consider a mathematical system in which a statement is a
string of symbols from the list a, b, S. Some typical statements are

abaaS bSSaba baaaab SSS
Take as a system of axioms the statement

S

The logic consists of two rules: (1) a statement obtained from a true statement

by replacing an S with a.Sb is also true; (2) a statement obtained from a true

statement by deleting an S and closing up any resulting space is also true.
In this system the statement aaabbb is a theorem, and here is a proof:

S (axiom)
aSh (rule 1)
aaSbb (rule 1)
aaaSbbb (rule 1)
aaabbb (rule 2)

More generally, the theorems in this system are all the statements of the form

a...aSb...b or a...ab...b
—— N N N——

n n n n

where n is a nonnegative integer. We omit a formal proof.

In Example 1.1 we operated on the initial string S (the axiom system)
using successive applications of certain production rules (the logic), and the
result was a collection of symbol strings (the theorems) of a special form.
This process is an example of what is called language generation in computer
science. We will have more to say about languages later in the book.

In most mathematical systems, some or all of the statements that are not
true are labelled “false,” and there may be standard techniques for construct-
ing false statements from true ones, and vice versa. For instance, the false
statement 2 + 3 = 7 has the true companion 2 + 3 # 7. In a mathematical
system, the true statements and false statements are the propositions of the
system, and the label “true” or “false” associated with a given proposition is
its truth value.

1.2 ExampPLE. We take the standard facts and procedures of elementary
arithmetic as our axiom system and logic in this example.
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(a) The statement “z+5 = 77 is a theorem if it is understood from the context
that © = 2; it is a false proposition if z represents another numerical value;
and it is a statement but not a proposition if no value has been assigned
to x.

(b) Recall that a prime number is an integer greater than 1 that cannot
be expressed as a product of two smaller positive integers. Thus 2, 3,
5, 7, and 11 are primes, as are 17 and 103. [The prime numbers are a
central topic of investigation in the study of number theory; we will have
much more to say about this mysterious, exciting, and intriguing subject
in Chapter 6.] It can be very difficult to determine whether a given large
integer is prime. For example, numbers of the form F), = 22" +1 are called
Fermat numbers. Consider the massive Fermat number

Fyy = 22% 41 — 98989934592 | |

This number has 2, 585,827,973 decimal digits!! The statement “Fj3 is
prime” is a proposition, since it is either true or false; but neither “Fj3
is prime” nor “F33 is not prime” is a theorem, because testing Fjs3 for
“primality” is beyond the present capability of our most sophisticated
computational algorithms.

To see why this should be the case, and for fun, let’s get a better sense
of the size of F33. Were we to print it out, assuming 72 spaces per line and
40 lines per page, and imagining a book to contain 300 pages, elementary
arithmetic tells us that a library of nearly three thousand books would be
required just to print the number!

The reader should note that there is some flexibility in the use of this
terminology. Rather than call every proven result a theorem, for variety it
is often the custom to reserve the word theorem for proven results of major
importance, to call a theorem of slightly less importance a proposition, to label
a theorem of interest primarily for its use in proving a more important result
a lemma, and to call a theorem that follows quickly as a consequence of a
previous theorem a corollary.

At any level of formality, the search for new truths leads us to link state-
ments together in a variety of ways. To keep mathematical discussions from
lapsing into incoherence, we have to standardize the procedures by which truth
values are assigned to new propositions. We make these assignments in ways
that are truth functional; that is, the truth value of a new proposition de-
pends only on the truth values of its component propositions and on the way
in which those components have been linked to form the new one.

1.3 ExaMPLE. Consider the following three statements, and assume them
all to be true.
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P: This is a good day for a picnic.
W: The weather is beautiful today.
M: Measles is an illness.

We will probably agree that “P because W7 is true and “W because M”
is false. So when propositions are linked by “because,” the truth value of the
resulting statement is based on more than the truth values of the component
propositions; that is, “because” is not truth functional.

Exercises

1. In each case say whether or not the given statement is a proposition. If it
is a proposition, indicate its truth value. If it is not a proposition, explain
why it is not, and then mold it into a proposition by suitable rewriting.

(a) Lemuel Harrington, of Burbank, California, was President of the United
States on July 18, 1897.

) x/x=1

c) 13+24=235
) “The Star Spangled Banner” was played on that occasion.
) x is positive, negative, or zero.

f) If x is a real number, then x is positive, negative, or zero.

2. Jomes says, “On election day I will vote for the Democratic candidate for
President or for the Republican candidate for President.”
Smith says, “Tomorrow I will take you to the movies or I will take you
out to dinner.”

(a) In each case, describe the circumstances under which the speaker can
be said to be dishonest.

(b) Example 1.3 showed that “because” is not truth functional. Does the
answer to (a) suggest that “or” is not truth functional?

3. Consider a mathematical system with the following ingredients: A state-
ment is a string of letters, where “letter” means either capital S or a lower-
case member of our usual alphabet: a,b,c,...,z. The only aziom: S; the
logic: in any theorem, if an occurrence of the letter S is deleted or re-
placed by one of aSa, bSh, c¢Sc, etc., or by a lowercase letter, the resulting
statement will also be a theorem. Describe how to recognize theorems in
this system, and write two theorems that are also ordinary English words.
Include a proof of each of your theorems.

4. Consider a mathematical system in which a statement is a string of five
letters from our usual alphabet. For example, zraav, ththw, and housg are
statements. A proposition is a statement (as just defined) found in the
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latest edition of Webster’s Collegiate Dictionary (that is, an ordinary five-
letter English word); there is only one aziom: groan. The logic works like
this: a proof of a proposition P is a list of propositions, Py, P, Ps, ..., P, in
which P, is a theorem, P, is just P itself, and for ¢ > 1, each P; is obtained
from its immediate predecessor by changing exactly one letter and holding
the others fixed. For example, here is a proof of the proposition “frail”:
groan, groin, grain, grail, frail. (Each word just listed is a now a theorem.)
A proposition is false if no such proof is possible.

(a) Prove this proposition: cloth.

(b) Discuss the distinction between true propositions and false propositions
in this system, and describe some procedure that would convince you
that a particular proposition in this system is false. For instance,
suppose you want to demonstrate that the proposition “xylem” is false.
How could you proceed? (Describe what needs to be done, but you
needn’t actually carry out the procedure.)

5. A word that can be inserted between two ordinary English sentences to
produce a new sentence is called a connective. Consider these connectives:
and, hence, yet, unless, that. Give an example of each connective’s use by
placing it between two sentence in a way that makes sense. Discuss whether
or not the connective is truth functional; that is, does the truth or falsity
of a new sentence involving a connective depend only on the truth or falsity
of the two smaller sentences? If the connective under discussion is truth
functional, describe its truth-functional action. (That is, which conditions
of truth and falsity for the two smaller sentences yield true results, and
which yield false results?)

1.2 Logical Connectives and Truth Tables

We form the negation of a statement by using the logical term “not,” sym-
bolically denoted by ~. If P is a statement, then ~ P (verbalized as “not
P”) denotes its negation. In our ordinary language, ~ P is usually obtained
from P by attaching “not” in a grammatically appropriate way to the main
verb. If P is “Rosco is smiling,” then ~ P is “Rosco is not smiling.” (“Rosco
is frowning” is not the negation of P, since the mere absence of a smile does
not force a frown to appear.) There are variations on the ways to phrase a
negation, due to the complexities of our language; for example, the negation
of “No man is an island” is “At least one man is an island” or “Some man is
an island.” A safe way to negate P is to precede P by “It is not the case that,”
though this can lack in linguistic grace what it possesses in logical security.
In mathematical contexts, negation is accomplished by a variety of symbolic
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devices: If Pis2—7 =4, then ~ Pis2—7 # 4. (Here P is a false proposition
and ~ P is true.)

The effect of negation on the truth values of propositions is summarized
in the following table, called the truth table for ~. Here the letter T in a
column indicates that the proposition named at the top of the column is true,
and F indicates that it is false. For example, the bottom row of Table 1.4 tells
us that when P is true, ~ P is false.

P ~P
(1.4) F T
T F

Two statements P and () can be joined together with “and” to make a new
statement, verbalized as “P and @),” symbolically denoted as PA(Q), and called
the conjunction of P and (). If P and @) are propositions, then asserting
that P A @ is true is the same as asserting that P and () are both true. Thus
the truth value of P A @ is given by Table 1.5.

P Q PAQ
F F F
(1.5) F T F
T F F
T T T

The truth value of P A () depends only on the truth values of P and @), and
there need be no connection between the subject matter of P and that of Q.
Thus the conjunction

Most seals swim well and 3+14 =17
NG ~~ J/ hﬂ

P Q

is a true proposition, although the occasion may seldom arise when we might
wish to state it.

The symbolic expression P A () is not in itself a statement, but it becomes
a statement when the letters P and () are replaced by statements. Expres-
sions can be built up from letters (perhaps with numerical subscripts), logical
connective symbols (so far we have seen only ~ and A), and parentheses (if
necessary for clarity). Those expressions that become statements when the
letters are replaced by explicit statements are called statement forms or
sentential forms; the letters in such forms are called statement letters or
sentential variables. (See Exercise 10 in the next exercise set for further
discussion of sentential forms.)
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1.6 ExaMPLE. Here are a few statement forms using the connectives ~ and
A and the statement letters P, ), and R:

(PA(~ Q)AR,  ~(~Q),  ~PA(~Q)AR),  QA(~ (~ (~ (~ P))))
But the following are not statement forms:
ANPA, P~Q, QN)~~(R

When the variables in a statement form are replaced by propositions, the
result is a proposition. A truth table for the form displays its truth values
in rows, with each row corresponding to a particular combination of truth
values for the propositions. To ensure that the truth tables include all possible
truth-value combinations, imagine replacing the symbols F and T by 0 and
1, respectively. Then a string of F’s and T’s takes the form of an integer in
binary (base 2) notation: FTTFTFEFT becomes 0110101. To get all possible
strings of length n using the digits 0 and 1, we just count from

000...0 to 111...1
N—— ————
n digits n digits

in base 2. That is, we count from 0 to 2" — 1. Accordingly, the truth-value
combinations in our table will range from

FFF...F to TTT...T
—— S———
n digits n digits

giving 2" rows in all.

1.7 ExampLE. If a statement form S has three variables Py, P, and Pj,
then the left part of the truth table will look like this:

H=343=== =T
HH e T
HmE s m S
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When we say “and” we think of the usual English conjunction if our state-
ments are standard English sentences. But if statements have no intuitive
meaning (as in Example 1.1), then what we are presently saying is just this:
the expression obtained by inserting A between two statements (or statement
forms) in our system will also be viewed as a statement (or statement form).
If the two component statements are propositions, then so is the new one, and
its truth value is dictated by Table 1.5. A similar observation carries over to
the other logical symbols that will appear in this chapter.

The word “or” has at least two meanings in standard English, as the fol-
lowing examples illustrate: (1) At the airport while waiting to board our plane
we hear, “Parties with young children or physically handicapped individuals
will be seated first.” (2) At the restaurant we learn that “the price of dinner
includes soup or salad.” In example (1) we understand that if our party sat-
isfies at least one of the specified conditions, then we will be seated first; in
particular, if our party includes both a physically handicapped person and a
child, or if it includes a physically handicapped child, we will still qualify to
be seated first. This “or” is called inclusive, since our fulfillment of one con-
dition includes the possibility that we may also fulfill the other. In example
(2) we understand that we are entitled to exactly one of the two possibilities;
hence this “or” is called exclusive. In mathematics the convention is to use
“or” in the inclusive sense unless we explicitly state otherwise; thus “P or ()7
is true if P is true, @ is true, or both are true. For example,

Lions are birds or 6=2+4

N - h/—/
P Q
and
3+2=5 or 5—T7T=2
——— ————
P Q@

are both true propositions. And you should henceforth assume that a host
who offers the ambiguous invitation, “We hope you or your sister will come
to our party” will be pleased to have both of you attend if you can.

The proposition “P or Q)7 is called the disjunction of P and ). It is
denoted symbolically by PV @Q); its truth table is

P Q PVQ
F F F
(1.8) F T T
T F T
T T T
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Here is a mnemonic for distinguishing A from V: notice that A resembles
the A in AND; also, classicists will be happy to learn that the symbol V is
derived from the Latin vel (or).

Now that we have negation, conjunction, and disjunction in hand, we can
determine the truth value of more complicated propositions. The strategy is
as follows: Decompose the given proposition into atomic propositions (that
is, propositions that cannot themselves be broken into smaller propositions)
linked by logical connectives. (This may require some judicious rephrasing of
the original proposition.) Then label each atomic proposition with a senten-
tial variable. The result will be a statement form that represents the given
proposition. A truth table will complete the analysis.

1.9 ExamPLE. When is the following statement false?
[ am either a polo player or the Queen of Zorbia.

The answer, obtained from pure thought (and without the use of truth tables
or a logic chapter), is that the statement is false under exactly one pair of
circumstances: I am not a polo player and I am not the Queen of Zorbia.
Although this is clear upon reading the given statement, let’s go through the
formal analysis anyway to get a feeling for the technique. Introduce sentential
variables for the atomic sentences as follows:

P: T am a polo player.
@: I am the Queen of Zorbia.

The proposition is represented by PV @), so Table 1.8 gives the asserted result.
(The top row is the only row with “F” under PV @, and in that row both P
and () are false.)

1.10 ExaAMPLE. Represent the statement
I will go to the movies on Monday or Tuesday, but not on both days.
by a sentential form.

SoruTioN. Make the assignments

P: T will go to the movies on Monday.
@: I will go to the movies on Tuesday.

The first clause of the given statement is represented by P V (), and the last
by ~ (P A ), so the complete answer is

(PVQN~(PAQ)
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Here parentheses guide us in our use of the logical connectives. Notice that
the effect of the phrase “but not on both days” is to make the “or” exclusive.
Thus the essence of “exclusive or” has been captured by a conspiracy of V, A,
and ~. Also notice that in terms of the logical structure of the sentence, the
word “but” is synonymous with “and” here.

1.11 ExampLE. Let K be the following sentential form:

~(PAQYA(PA(~QV(~PVQ))

J/

J
Under what truth values for propositions P and @) is the proposition repre-

sented by K true?

SoruTIOoN. Construct a truth table for K:

P Q PNQ ~Q ~P ~PVQ ~QV(~PVQ) J ~(PAQ) K
F F F T T T T F T F
F T F F T T T F T F
T F F T F F T T T T
T T T F F T T T F F

Here the two columns on the left display all possible truth-value combinations
for the sentential variables, and each subsequent column corresponds to a
sentential form built from one or two of its predecessors by applying ~, A, or
V and invoking Table 1.4, 1.5, or 1.8, respectively. We conclude that K is true
only when P is true and @ is simultaneously false.

1.12 Remark. Another sentential form that is true precisely when P is
true and @ is simultaneously false is PA ~ ). So it would be reasonable
to say that statement form K in Example 1.11 is “logically equivalent” to
PN ~ Q). We will return to this point later.

Exercises for this section are included in the exercise set at the end of
Section 1.3.
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1.3 Conditional Statements

“All your troubles are due to those ‘ifs’,” declared the Wizard.
L. FRANK BAauM
The Emerald City of Oz

If P and @) are propositions (whose truth values may or may not be known),
we may wish to assert this:

(1.13) Truth of P and falsity of () do not coexist.

1.14 ExAMPLE. Your mother tells you

If yesterday’s weather was nice in Boise,

-~

P

then Uncle Harry went fishing yesterday.
Q

In other words, nice weather in Boise didn’t coexist with a nonfishing day for
Uncle Harry. There is only one combination of circumstances under which
Mom would be wrong: Boise’s weather was nice, yet Uncle Harry failed to
fish. In particular, if the weather was poor, your mother spoke the truth (that
is, her statement was not false) whether or not your uncle went fishing.

Assertion 1.13 is represented by the sentential form ~ (PA ~ @) (stated
formally: it is not the case that P and not ()), which we now abbreviate by

P=Q

(Other common notations are P — @, P D @), Q <= P.) The effect of the
new logical connective => can be summarized by Table 1.15:

P Q P=Q

F F T
(1.15) F T T

T F F

T T T

A proposition of the form P = () is called a conditional proposition or a
material implication. The proposition P is the antecedent or hypothesis
of the conditional proposition, and () is the consequent or conclusion. We
usually verbalize “P = Q7 as “If P then Q)7 or “P implies (),” although
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these usages can lead to confusion by suggesting a relationship (perhaps of
obscure origin) between the contents of P and @ that goes beyond their truth
values. (See Example 1.16.)

To avoid monotony it is common practice to have several English state-
ments corresponding to one mathematical one. For example, the conditional
P = @ can also be read “P is sufficient (or a sufficient condition) for Q,”

and “Q) is necessary (or a necessary condition) for P.” Other phrasings
are “P only if ),” and “Q if P.”

1.16 ExampPLE. Consider the following conditional statements:

(a) If Utah is a state then 2 42 = 4.

(b) If the moon is made of cheese, then an average duck weighs 3 tons.

(¢) 23-6 =17 implies 1 + 23 -6 = 18.

(d) 23-6 =17 implies 4 +5 = 9.

(e) If common digits in the numerator and denominator of a fraction can
always be cancelled without changing the value of the fraction, then g =
1

Z.
(f) If 2+ 2 = 4 then 6 - 3 = 19,

Statement (a) has the form “{true statement} = {true statement}.” Hence
statement (a) is true, though there is no evident natural pathway from P to Q).
Statements (b) through (e) all have false antecedents and are therefore true
conditionals; of these only statements (d) and (e) have a true consequent. Also
note that in statements (c) and (e) the antecedent appears to lead “naturally”
to the consequent, whereas in statements (b) and (d) no such connection is ev-
ident. Statement (f) has the form “{true statement} = {false statement},”
and it is therefore the only false proposition on the list.

1.17 ExaMpPLE. Construct a truth table for the following propositional
form J:
P=((~Q= P)A(QV ~ P))

N J/

g

K
SOLUTION.

S A
S|
Y

Q
F
T
F
T

SRR
el |
SRR
=SB a
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Thus J is true unless P and () have truth values T and F, respectively. Sug-
gestion: now reread Remark 1.12.

Conditional statements are an important feature of most computer pro-
gramming languages. They are used in choosing among two or more proce-
dures at some stage in a program’s execution, and they can prevent a program
from going into spasm when confronted with an impossible task. For exam-
ple, suppose an integer n has been defined and a program that handles only
real numbers demands “Let m = /n.” Should it turn out that n < 0, the
program will tie up. But a conditional statement of the form “If n > 0, then
let m = /n, else. .. [insert some other appropriate procedure]” allows the pro-
gram to proceed regardless of the truth value of the hypothesis n > 0. Thus a
computer program accepts a conditional statement whose hypothesis is false,
just as we label as “true” a conditional statement whose hypothesis is false.

If P and () are propositions, we abbreviate the proposition

(P = Q)N (P = Q)
(Pif Q) and (P only if Q)

P<—=qQ
(P if and only if Q)

(The implication P <= @ is called the converse of P = ().) Such a state-
ment is called a biconditional proposition or a material equivalence; we
say that P and () are equivalent propositions if P <= () is true. From
the truth table

P Q P=Q P=Q P=Q

F F T T T
(1.18) F T T F F

T F F T F

T T T T T

we see that the statement P <= () is true only when P and @) have the same
truth value. Thus

George Washington was a President <= 345=38

and
24+2=5 +«—= 2+2=6

are both true.
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Our intuitive notion of equivalent statements in ordinary language is con-
cerned with meaning, which is a philosophical concept, and not just with truth
value. Two statements that are equivalent in that philosophical sense are also
equivalent in the sense that has been defined here. (That is, both are true or
both are false.) But our equivalence is a simpler concept, since if P and @) are
propositions, then a statement of the form P <= () is either true or false;
whereas outside the strictly logical realm, two statements whose meanings
have no evident bearing on one another are regarded as incomparable.

We have defined P = @) as an abbreviation for ~ (PA ~ @), so everything
we can express with = can also be expressed with ~, A, and parentheses.
But conditional statements are ubiquitous in mathematics, and whatever we
write is likely to be read (otherwise why write it?), so we retain the connective
= in order to avoid the vertigo that can result from fusillades of symbols.

Exercises

1. Let P be the statement “Howard fell” and let () be the statement “Howard
broke his leg.”

(a) Write English statements corresponding to each of these:
PAQ, ~ PN\~ Q, ~(PAQ), QV ~P

When is one of the last two of these statements true and the other
one false?

(b) With P and @) as given, under what conditions is the statement “P
or Q7 true when “or” is exclusive? Inclusive?

2. One Tuesday morning your friend says, “If today is Wednesday, then today
is Thursday.” Discuss the truth value of your friend’s statement.

3. Let V denote “exclusive or,” and exhibit a truth table for the sentential
form PV Q.

4. The connective “unless” can be ambiguous, and this exercise will pinpoint
the ambiguity.

We awake at dawn, and we are told

We will have a picnic today unless it is raining at 10 A.M.

~~ N~

P Q

Let Pu@ denote “P unless ).” (This is not a standard notation.) Com-
plete as much of a truth table as possible for Pu(), and discuss any am-
biguous lines.
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Suppose four cards are given, each of which has a letter on one side and
a number on the other. They are displayed as follows:

1 C B 2

Which card(s) need not be turned over in order to determine the truth
value of the following statement: If a card has B on one side, then it has
2 on the other side. (This is a standard problem on psychological tests.)

Your uncle tells you, “Next Sunday if the weather is nice we will either
go on a picnic or go fishing, unless my car needs repair.” Represent this
statement symbolically and determine those conditions under which you
will declare your uncle a liar. (You may wish to refer to Exercise 4.)

Represent the following two statements as statement forms (they are both
implications) and discuss their truth values.

(a) T go to the movies in the afternoon if it is rainy.
(b) T go to the movies in the afternoon only if it is rainy.
Represent each of the following as a statement form.

(a) Claudia will run in the marathon if she has trained properly or is
injury-free at race time.

(b) Claudia will run in the marathon only if she is injury-free at race
time.

(c¢) Claudia will run in the marathon if and only if she has trained properly
and is injury-free at race time.

(a) Exhibit a truth table that shows the truth values for the sentential
form P = (@) and its converse.

(b) Replace the variables P and @ by English sentences so that P —> @)
becomes a true proposition and P <= (@) a false one.

The notion of statement form (also called well-formed formula) can be
described more carefully than in the text. Start with a collection of sym-
bols that we agree to call statement letters. [Do not allow the symbols
), (, ~, V, A\, =, <= to be in this collection.] A statement letter is
a statement form of the simplest kind; and if S; and Sy are statement
forms, then so are ~ (S1), (S1) V (S2), (S1) A (S2), (S1) = (S2), and
(S1) <= (52). Parentheses may be omitted when confusion is unlikely.
[But they are sometimes essential; if S} is P = @ and Sy is Q = R,
then S; = S5 is written (P = @) = (@ = R).|] Taking our usual
alphabet as the collection of statement letters, determine which of the
following are statement forms. In each case when the given expression is
not a statement form, insert parentheses so that it becomes such a form.
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(a) (P=~Q) = ((~(~P))=Q)

(b)) (P=Q)=—R) = 9S5)=T

(c) (P=(~Q=R))=(Q

(d) (P=Q= R)ANQ)V(~(PVQ)
)

(e) (~PVQ) = ((PANQ)V(PAR)) = (SV~P))
Exhibit truth tables for each of the following statement forms:
(a) P= (QV ~ Q)

(b) P= (P == P)

(c) (P=P)=P

(d) (P=Q) = (~Q=~P)

(e) (P=~Q)= (R=(~QVP))

List the integers from zero through seventeen in binary notation.

A student prepares a truth table for a statement form that has seven
sentential variables but omits six rows by mistake. How many rows are in
the student’s table?

Determine the number of rows in the truth table for the form
(PANQ) = (((~~P)VR)<~—= (R=1Y9))

Let S be a statement form in which the sentential variables P, ), R do
not occur. Consider the new statement form

SV(P= ((~Q)AR))

How does the number of rows in the truth table for the new form compare
with the number of rows in the table for S?
Suppose S is a statement form with n variables Pi, P, ..., P,, where
n > 3. In exactly how many rows of the truth table for S is P, false?
In how many rows is P; false while P, is true?
We have defined P = @) as an abbreviation for ~ (PA ~ Q). Express
the sentential form

P— (Q= (R=09))

using ~ and A as the only logical connectives. (That is, pretend the
symbol “==" has not been introduced.)

A tautology is a sentential form that becomes a true proposition when-
ever the letters in the expression are replaced by actual propositions. For
example, the expressions PV ~ P and (P V Q) <= (Q V P) are both
tautologies. Use truth tables to determine which of the following are tau-
tologies:

(2) P= ((~ P) = Q)
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(b) (PAQ)= (PVR)

() (P=Q)=Q)=1P

(d) P=(Q@= (Q@=P))

If a given form is not a tautology, display a line of the truth table corre-
sponding to one instance in which the form becomes a false proposition.

19. Are the statements 32 — 5 = 18 and 32 + 5 = 34 equivalent propositions?
Explain briefly.

1.4 Proofs: Structures and Strategies

Truth tables can be applied systematically to determine the truth values of
certain new propositions constructed from old ones. For example, if P, and
P, are theorems (that is, propositions known to be true), then ~ P; is false
and (~ P2) V P, is true. But mathematics extends far beyond the uninspired
linking of one randomly chosen proposition to another. Mathematics also
involves enlightened speculation about what might be true, given what is al-
ready known to be true; the creation of interesting new propositions on the
basis of the calculations, hunches, and fantasies that constitute that specu-
lation; and the proving or disproving of those propositions. In this section
some techniques of mathematical proof are discussed, but nowhere will it be
suggested that creating and proving interesting new theorems is an automatic
consequence of certain rules of procedure. Consider the following remarks on
proof technique. (The quotation is from The Mathematical Ezxperience, by
P. J. Davis and R. Hersh;* it refers to a proof of the Pythagorean theorem in
which the key to the argument is the supplementation of an initial diagram
with certain “construction lines.”)

Now, how does one know where to draw these lines so as to reason with them? It
would seem that these lines are accidental or fortuitous. In a sense this is true and
constitutes the genius or the trick of the thing. Finding the lines is part of finding
a proof, and this may be no easy matter. With experience come insight and skill at
finding proper construction lines. One person may be more skillful at it than another.
There is no guaranteed way to arrive at a proof. This sad truth is equally rankling to
schoolchildren and to skillful professionals. Mathematics as a whole may be regarded
as a systemization of just those questions which have been pursued successfully.

Once again: There is no guaranteed way to arrive at a proof.

What are the criteria for validity and goodness of a proof? This is not a
simple issue. In an interesting mathematical system, the formal requirements
of the laws of deduction are likely to be so awesome in their complexity and
rigidity that it is a common practice to adopt a less formal style of discussion,

*Boston: Houghton Mifflin, 1981.
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consisting of a palatable mixture of mathematical expressions and ordinary
sentences in our natural language. We will follow that practice here. So what
we customarily call a proof is usually only an outline of the genuine article,
and we must be on guard for irrational leaps that cannot be justified by the
available body of axioms, theorems, and logical rules. The alternative to the
informal approach is strict adherence to the formal laws, and this can involve
intuition-free arguments of colossal length and complexity; any resulting gains
in accuracy can easily be offset by losses in insight. For instance, consider this
story from mathematician John Kemeny (excerpted from his article “Rigor
versus intuition in mathematics”):'

There was an advanced seminar . ..in which the lecturer devoted the entire hour to
writing out a proof with complete rigor. After having filled all the blackboards, he
had everyone in the room completely lost, including one of his own colleagues, who
jumped up and said, “Look, I just don’t understand this proof at all. I tried to follow
you, but I got lost somewhere. I just didn’t get it at all.” The lecturer stopped for
a moment, looked at him, and said, “Oh, didn’t you see it? You see, it’s just that
the two spaces connect like this,” intertwining his two arms in a picturesque fashion.
And then his colleague exclaimed, “Oh, now I get the whole proof.”

The notion of proof is discussed with charm and eloquence by Yu. [. Manin
in his book, A Course in Mathematical Logic,* and here is an excerpt:

A proof only becomes a proof after the social act of “accepting it as a proof.” This is
as true for mathematics as it is for physics, linguistics, or biology. The evolution of
commonly accepted criteria for an argument’s being a proof is an almost untouched
theme in the history of science. In any case, the ideal for what constitutes a math-
ematical demonstration of a “nonobvious truth” has remained unchanged since the
time of Euclid: we must arrive at such a truth from “obvious” hypotheses, or asser-
tions which have already been proved, by means of a series of explicitly described,
“obviously valid” elementary deductions.

Manin points out that the “ideal” mentioned in the preceding paragraph is
rarely achieved:

The absence of errors in a mathematical paper (assuming that none are discovered),
as in other natural sciences, is often established indirectly: how well the results
correspond to what was generally expected, the use of similar arguments in other
papers, examination of small sections of the proof “under the microscope,” even the
reputation of the author.

The history of mathematics includes many instances in which propositions
that were widely believed (sometimes for years) to have been proved were later
found to be false. We now ask: can we rely on computers to lead us safely
through the Valley of the Shadow of Falsehood and thereby let us know with
certainty what is true and what is not? In considering the role of computers

"In Douglas Campbell and John C. Higgens (eds.), Mathematics: People. Problems. Results.

(Belmont, Calif.: Wadsworth, 1984).
*New York: Springer-Verlag, 1977.
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in mathematical proofs, Manin supplies this quotation from a research article
by H. P. F. Swinnerton-Dyer:

When a theorem has been proved with the help of a computer, it is impossible to
give an exposition of the proof which meets the traditional test—that a sufficiently
patient reader should be able to work through the proof and verify that it is correct.
Even if one were to print all the programs and all the sets of data used (which in this
case would occupy some forty very dull pages) there can be no assurance that a data
tape has not been mispunched or misread. Moreover, every modern computer has
obscure faults in its software and hardware—which so seldom cause errors that they
go undetected for years—and every computer is liable to transient faults. Such errors
are rare, but a few of them have probably occurred in the course of the calculations
reported here.

After further discussion, Manin concludes with this moral:
A good proof is one that makes us wiser.

End of philosophy.

Now, suppose we have at hand a proposition () that we want to prove. We
ask ourselves: Does it seem likely to be true? Why? If we suspect that @ is
true, we are probably aware (perhaps subconsciously) of a theorem P whose
truth seems to be incompatible with the falsity of (). By explicitly recalling
P and establishing that incompatibility, we will have proved @ (this will be
shown). After some reflection, if no such P presents itself, we can consider as
candidates for P some known truths intuitively related to the subject matter
of Q). Perhaps one of these or a combination of several will, when subjected
to suitable logical maneuvers, lead to a proof of Q).

Let’s take a closer look at the logic. We claim that to prove a proposition
Q it suffices to isolate a true proposition P such that the implication P — @)
is also true. To see this, consider the first three columns of Table 1.19.

Q P=—Q ~P ~Q ~Q=—~P Q=P

(1.19)

= 3™ TN
H ™43
Hm s
eSS I
SRR
Hm s
H 4374

Notice that only on the bottom line are both P and P — (@) true, and in
this situation @) is also true. Therefore, to prove @) it is enough to prove
P A (P = @), as claimed. In words: if P is true and if it is also true that
P implies @, then @ is true. This fundamental logical principle is called the
rule of modus ponens or the law of detachment, and it dates back at
least to Aristotle (384-322 B.C.). An argument of the pattern described here
is called a direct proof of ().
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1.20 ExaMpPLE. Let A denote a triangle with one vertex at the center of
a circle C' and the other two vertices on C' itself. Consider the following
proposition @): Triangle A has two equal angles. Let’s quickly sketch a proof
and then analyze its logical structure. Let O denote the vertex at the center
of C', and let A and B be the other two vertices.

B

Lines OA and OB have the same length, since they are both radii of C.
Therefore A is isosceles. However, base angles of an isosceles triangle are
equal, hence A has two equal angles, and we're done.

The heart of the argument is that base angles of an isosceles triangle are
equal, which we can rewrite as an implication:

\A is an isosceles trianglg = A has two equal angleg

v~ v~

P Q

The proof assumes that the truth of P = () is known; then we use the
definition of circle to deduce the truth of P for our triangle A, and finally
modus ponens yields the truth of Q.

In “real life” the thinking leading to the preceding proof might go like
this: “Let’s see, what do I have to do to show that a triangle has two equal
sides? Hmmm . ..showing it’s isosceles would do the job. Hey, but two of
this triangle’s sides are radii of the same circle, so they automatically have the
same length. I’'m done!” We need to distinguish the process of coming up with
a proof from the proof itself. The process can involve hunches, speculation,
memory, intuition, cleverness, surprises, luck, and assorted psychological and
intellectual skills. The final written proof is unlikely to exhibit these elements
of mental drama, although the skilled reader may still detect crucial points
where the argument takes a startling turn in a new direction. The discoverer
of a proof is under no moral or scientific obligation to display to the reader the
false starts, aimless meanderings, fruitless speculations, and outright blunders
experienced while searching for a proof. It’s the final argument that matters.
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An unfortunate consequence of all this is that the reader studying a proof may
think, “This complicated argument flows along so smoothly and so cleverly.
I could never do something like this.” But actually the theorem prover, like
the theorem reader, is (or was) a human being, probably with the standard
number of anxieties and complexes. It’s just that the argument has been
organized, cleaned up, and manicured before going to the printer.

1.21 ExamMpPLE. Take the facts of elementary arithmetic as our body of
“known truths,” and consider a proof of this proposition: The square of an
odd integer has the form 8k + 1 for some integer k.

PROOF (Rambling Style). Consider an odd integer n. Our task involves the
close scrutiny of n? without knowing anything about n except for its oddness.
However, “odd” means “not divisible by 2”; so when we attempt to divide n
by 2, we get a quotient ¢ and a remainder 1. That is, n = 2¢ + 1. Notice
a consequence of what we have done so far: every integer has the property
that either it or its successor (the next largest integer) is even. (Why is this
a consequence?) We now have

n*=(2q+1) =4 +4q+1=4q(qg+1)+1

Either g or ¢ + 1 is even, as we noted a moment ago, so ¢(q + 1) is even and
4q(q + 1) is therefore divisible by 8, say 4¢(q + 1) = 8k. Thus n* = 8k + 1, as
desired. [

Let’s be frank. In practice, printed proofs are almost never as expansive as
this one. First, space is generally limited; second, there is much to be said for
the reader’s pushing through the details independently; and, last, a mountain
of details can bury the central ideas beyond excavation. A textbook version
of the above proof is more likely to read as follows:

PRrROOF (Compact Style). An odd integer can be written n = 2¢+ 1 for some
integer ¢. Thus n? = 4¢(¢+1)+1, and putting q(¢+1) = 2k gives n? = 8k+1,
as desired. [

The underlying logic is the same in both proofs. Elementary arithmetic
provides the axiomatic foundation. The proof opens when we choose the
symbol n for “an odd integer.” The key to the proof lies in using arithmetic
to translate the statement “n is odd” (taken as true) into its equational form,
n = 2q + 1, then proving the implication

(n=2¢+1) = (n* =8k +1)

J/ J/

v~

P Q



1.4. PROOFS: STRUCTURES AND STRATEGIES = 23

by showing that truth of P must inevitably be accompanied by truth of Q.
Finally we apply modus ponens (without saying so explicitly) to conclude that
Q is true.

It would be comforting to know that any proposition that can be stated can
be proved or disproved (a disproof of P is a proof of ~ P), but in the 1930s
the logician Kurt Godel showed that certain kinds of mathematical systems in
which we can do ordinary arithmetic must inevitably contain propositions that
can be neither proved nor disproved. Determining exactly which propositions
fall into this murky category is a subject of continuing mystery.

There are some general psychological guidelines that can be useful in the
search for proofs. Imagine that you are standing at the foot of a mountain
and you want to reach the top. Perhaps you will be lucky and see a path in
front of you that seems to be headed in the right direction; so you take the
path and you reach the top. Great. But you may see no immediate path, or
you may see several and have to choose one. What then? By looking through
binoculars you may see that the top is accessible only from a few directions,
and this may help you eliminate certain paths at the start, or it may encourage
you to look for a path in a location you haven’t yet fully checked. You may
succeed by being continually aware of your location, of the directions in which
you can travel from your location, and of the places near the mountaintop
from which the top is accessible. If you are prepared to move forward along
many different paths from the starting point, and if you can imagine backing
down from the top in many different ways, you may discover a route from the
bottom to the top. Of course, once you know the way you can draw a map,
and then the next person can follow your path directly.

Now suppose you want to prove proposition (), and you think you know all
that is needed for the job; say you know that a proposition P is true. Think: If
I know P, what else do I know as a consequence? (This corresponds to looking
for a path to start up the mountain.) Also, what does it mean to say that
Q is true? Are there one or more statements, perhaps simpler than (), and
perhaps separately provable, from which @ will follow readily? (This is like
looking for locations near the mountaintop from which the top is accessible.)

In mathematical proofs, definitions are often crucial. A definition is a
statement introducing a new symbol or word that abbreviates a package of
statements or expressions (or both) whose meanings or uses are already un-
derstood. Asserting that an object “satisfies” a definition asserts that the
statements in the package are true for that object. For instance, saying that
an object T' “satisfies the definition of trapezoid” says that T is a closed poly-
gon, that it has four sides, and that two of its sides are parallel. In the proofs
we have already discussed, the definitions of “odd integer” and “isosceles tri-
angle” play a central role. If a proposition P claims that an object has a
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certain property then, in the absence of inspiration, try playing with one or
more of the properties that characterize the object under consideration; also
toy with the definitions of the terms in the desired conclusion.

Strive for flexibility: if an argument leads you in the wrong direction, and
if you have been careful with the details, abandon your dedication to it and
try another approach. (If a path toward the mountain dead-ends at a swamp,
will you take it again and again?) An interesting proposition might not have a
proof that comes easily, but if you get it you will rejoice. As you struggle with
a proof, these two questions should dominate the proceedings at all times:
What do I know? What do I want to show?

We will now consider a proof technique called indirect proof (also called
proof by contradiction, or reductio ad absurdum). The technique involves
proving a proposition () by showing that the negation ~ ) implies a state-
ment that we know to be false (that is, ~ @ leads to a contradiction of a
known truth). Thus ~ @ must itself be false, and therefore @ is true. The
logician W. Quine described the method this way: “It consists in assuming
the contradictory of what is to be proved and then looking for trouble.” As we
did with direct proofs, we can justify this procedure by means of Table 1.19.
Only on the bottom line of the table are ~ P false and ~ () =~ P true;
and also on this line @) is true, which is what we want to show.

1.22 ExAMPLE. Let’s give an indirect proof of proposition () in Exam-
ple 1.20 using the notation introduced in our first proof. If A does not have
two equal angles, then A cannot be isosceles (by what we know about isosce-
les triangles); thus OA and OB must have different lengths. This contradicts
the fact that all radii of the same circle have equal length, and the argument
is finished. Symbolically, let P be the true proposition, “All radii of a given
circle have equal length.” We have just verified the statement ~ () =~ P,
so by our earlier discussion () is true.

The basic strategy in proofs by contradiction is to ask this question: What
would go wrong if the proposition I am trying to prove were actually false?

You may ask: For a given proposition ), what is better, a direct proof or an
indirect proof? The answer varies with the proposition, but in specific cases
the information provided by the two kinds of proofs can differ substantially.
For example, suppose () asserts the existence of a number with a certain
property. A direct proof of () may actually produce the number or lead to its
discovery, but an indirect proof will merely rule out the possibility that there
is no such number and leave untouched the problem of actually finding it.
Why would anyone ever choose to construct an indirect proof? Because we
do what we can do. The facts at hand may lack the clout required for a direct
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proof of a proposition (), whereas adding ~ @) to our arsenal of assumptions
may lead to the negation of a known theorem. In this event we know that
~ () must be false, hence @ is true.

A special form of indirect proof for a proposition () consists of proving
an implication P = (), in which P is known to be true, by proving the
implication ~ () =>~ P instead. Asin the general case for indirect proofs, we
assume ~ () and seek a false consequence; however, here we specifically work
to deduce ~ P as that false consequence. The sentential form ~ @) =~ P
is called the contrapositive of the form P — Q).

1.23 ExAMPLE. Let n denote an integer. Prove the implication

If n?is even then n is even.
~— ~—

P Q

SorLuTioN. We prove the contrapositive, assuming the facts of elementary
arithmetic. Suppose n is odd (this is ~ @), say n = 2k + 1. (Glance back at
the proof of Example 1.21 for justification.) Then

n® = (2k+1)* =4k + 4k + 1 = 4(k* + k) +1
———
even

This number is odd, so we have proved ~ () =~ P, and we are through.

The reader is advised to construct a truth table displaying the truth values
of both P = @) and ~ () =~ P. Having done that, observe that in every
row of the table the truth values of P = @) and ~ () =~ P are the same.
For this reason, the forms P = @) and ~ () =~ P are said to be logically
equivalent. We'll return to this idea in the next section.

Exercises

1. Suppose the following propositions are known to be true:

If Dracula seizes power then democracy is lost.

If democracy is lost then the use of food additives increases.

If the use of food additives increases, then mutations can be expected.
Dracula seizes power.

Represent each proposition by a sentential form, then show that repeated
application of modus ponens proves the truth of “mutations can be ex-
pected.”
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Use ordinary English to write sentences representing the (i) converse,
(ii) contrapositive, and (iii) negation of the following sentence: If all cats
meow then some dogs bark. Do not use the phrases “it is not the case” or
“it is false” or “it is not true” in what you write.

For each of the following propositions, answer the question, “What must
I prove?” To do this, use the definition of each mathematical term to
rephrase the given proposition. In each case assume that a planar geomet-
rical configuration G has been presented to you. (That is, G is a collection
of points or lines or both in a given plane.)

(a) G is a rectangle.

(b) G is a circle.

(¢) G is a parabola.

Prove that the sum of two odd numbers or two even numbers is even, and
that the sum of an odd number and an even number is odd. (You are really
being asked to prove three propositions here.)

Prove that 5 is a prime number.

In Section 1.4 the process of proving a theorem is compared to the process
of climbing to the top of a mountain. Compare the notions of direct and
indirect proof from this “mountain-theoretic” point of view.

A diamond is inscribed in a rectangle that is inscribed in a circle, as pictured
here:

Determine the length of a side of the diamond, and then write a proof of
your claim. (In the figure, the point that looks like the center is the center;
and you may assume that lines that look perpendicular are perpendicular.)

1.5 Logical Equivalence

Imagine someone with the bizarre habit of stating all his atomic sentences
twice, with “and” wedged in between. Thus his days are filled with the likes
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of “the toast is hot and the toast is hot,” “24+3 =5 and 2+ 3 = 5,” and so
on. In response to this, your instinct tells you that if P is a proposition, the
statement symbolized by P A P carries the same information as P alone; in
particular, P and P A P have the same truth value. You may even develop
the urge to say that P and P A P are “logically equivalent.” Giving a precise
definition of this concept is our goal here. In the next section we will see a
useful application to electronic circuit design.

1.24 Definition. A statement form is said to be a tautology if every sub-
stitution of propositions for its sentential variables yields a true proposition.

The truth value of a proposition depends only on the truth values of its
atomic components, not on the meaning of those components. So to check
whether or not a given statement form is a tautology, we inspect the form’s
truth table: the column under the form itself must be an unbroken column of
Ts.

1.25 ExaMmpPLE. FKach of the following four statement forms is a tautology:

P+~ (~P), (PNQ)=— P, ~(PAN~P), (P=Q ANP)=Q

When we replace the variables in tautologies by propositions, the new
propositions thus obtained are true as a consequence of their form, not be-
cause of their specific content. For example, here are some incarnations of the
tautologies in Example 1.25:

Jones likes waffles if and only if it is not the case that Jones dislikes waffies.
If Smith is dead and Doe likes melon, then Smith is dead.
It is not the case that today is Tuesday and not Tuesday.

If Washington is President implies Disney is Vice President, and Washing-
ton ¢s President, then Disney is Vice President.

None of these statements creates major excitement, because in each case the
truth values of the components have no bearing on the truth value of the
complete statement.

Now (before reading the next definition) would be a good time to reread
the last paragraph of Section 1.4.

1.26 Definition. Suppose S; and S are sentential forms. We say that S;
and Sy are logically equivalent if the sentential form S; <= S, is a tau-
tology; the form S; <= S, is then called a logical equivalence. Thus a
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logical equivalence is a sentential form that becomes a true material equiva-
lence whenever its variables are replaced by specific propositions.

1.27 EXAMPLE. Let S; be the sentential form ~ (PAQ), and let Sy denote
the form ~ PV ~ ). We claim that S; and S; are logically equivalent. To
see this, consider the truth table for S; <= Ss:

P Q ~ P NQ P/\Q S; Sy S <=5,
F F T T F T T T
F T T F F T T T
T F F T F T T T
T T F F T F F T

The T’s in the right-hand column show that S; <= S, is a tautology, and
this proves the claim. A similar argument will show that ~ (PV Q) is logically
equivalent to ~ PA ~ (). The two logical equivalences in this example are
called De Morgan’s laws.

Example 1.27 illustrates the standard test for logical equivalence of two
forms S; and Ss: construct a truth table for the form S; <= S5 and ask,
“Are the truth values of S; <= S5 all T’s?”

For two statement forms S; and Sy, the assertion “Sj is logically equivalent
to Sy” is sometimes abbreviated

Sl = SQ
For instance, in this notation De Morgan’s laws look like this:

~(PANQ)=~PV~Q

(1.28) ~(PVQ)=~PA~Q

In elementary arithmetic we are accustomed to replacing part of an alge-
braic expression by something equal to it, thereby getting a new expression
equal to the original. Thus the equality 3 4+ 10 = 13 enables us to write
5—+/3+10=05—+/13. A similar principle holds in our present context:

Replacement Principle. If S; = S, and if in some sentential form S an
occurrence of S; is replaced by S,, the resulting sentential form is logically
equivalent to S.

B) is a tautology

1.29 ExAMPLE. The statement form A <= A A (AV
= AN (AV B) holds. The

(check this!); hence the logical equivalence A
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replacement principle then says that replacement of A A (AV B) by A in any
sentential form yields a logically equivalent form. For instance,

~((AN(AVB) = C)=~ (A= ()

A formal proof of the replacement principle will not be given here, but the
principle is clearly reasonable. For suppose S’ is the sentential form resulting
from the substitution of Sy for S; in S, where S; = S5. Then, in the truth
table for S’, the column of truth values under S is identical to the column
under S; in the table for S. Thus, linking S with the other components to
get S" produces the same pattern of truth values that linking S; with those
components produces in the construction of S.

Here is a list of some of the most basic logical equivalences, with their
names. (Also see 1.28.) In each case it is left for you to verify the result with
a truth table.

(1.30) Z O Eg O gi i EZ C g; C g} associative laws
P—Q=Q<«=P
1.31 PANQ=QANP commutative laws
(1.31)
PvQ=QVP

(1.32) ]]j C g i ]]j} idempotency laws
(1.33) ZC E]]j X g; i ]Jj} absorption laws

PA(QVR)=(PANQ)V(PAR) e
(1.34) PV(QAR)=(PVQ)A(PVR) distributive laws
1.35 ~(~P)=P law of double negation
(1.35) (~ P) g

Our interest in a sentential form centers on its truth-functional behavior.
That is, we view the truth values of inserted propositions as “inputs”; and
then the outputs are the truth values of the resulting propositions after the
insertions. The form’s “behavior” is determined by the pattern of inputs and
outputs. (So the leftmost columns of the truth table, in which truth values
are assigned to the variables, and the rightmost column, in which the truth
values of the entire form appear, are the “behavioral” columns.) Logically
equivalent forms have the same behavior in this sense. Notice that in each
of laws 1.32 through 1.35 and in De Morgan’s laws (1.28), one of the two
equivalent forms is shorter than the other. Our natural desire for notational
economy will usually lead us to choose the shorter of two equivalent forms for
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our work, just as in numerical calculations we prefer to use the numeral 1 in
place of (cosm)®/(sin 37)™. There are payoffs. Shortening the sentential forms
that represent statements in a mathematical proof (or a computer program)
may provide simplifications that lead to greater understanding (or greater
efficiency) and therefore perhaps to further developments. Sentential forms
can be used as symbolic representations of certain kinds of electronic circuits
(we will have a brief look at this in the next section), and simpler forms can

lead to simpler and less expensive circuits.

Exercises

1. Do Exercise 18 (if you have not already done so) in Section 1.3.

2. A statement form S is said to be a contradiction if every substitution of
propositions for its sentential variables yields a false proposition. Rewrite
this definition using the term “tautology.”

3. (a) Write a sentential form logically equivalent to
P—= (@ = R)

in which the symbol “=" does not occur.

(b) Write a sentential form logically equivalent to PV @) in which the only
logical connectives are ~ and A.

(¢) Deduce that the work of the connectives A, V, ~, = can be done by
A and ~ alone. (We say, therefore, that A and ~ together constitute
an adequate set of connectives).

4. The purpose of this exercise is to improve upon Exercise 3(c) by introducing
a single logical connective that can serve by itself as an adequate set of
connectives. We write

P1Q

as an abbreviation for ~ (PAQ); this new connective 1 is called the Sheffer
stroke. Use truth tables to verify the following logical equivalences.

(a) ~.P=P1TP
(b) PVQ=(PTP)T(Q1TQ)
(c) PAQ=(P1Q)1T(P1TQ)
(d) (P=0Q)=
(Fill the blank with a form having only 1 as a connective, and verify.)

5. (Companion to Exercise 4) We write P | @) as an abbreviation for ~ (P V Q).
The symbol | is the dagger. Represent each of the sentential forms ~ P,
PVvQ,PANQ, P=— (@ by forms using | as the only connective, and verify
your results.
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6. Let S; and S, be sentential forms. Briefly discuss the distinctions between
the expressions S; <= S5 and S| = .5,.
7. Show that the sentential form

(PAQ)V(PA~Q))A(RV ~ R)

is logically equivalent to a form consisting of just a single sentential variable.

8. Let S; and S5 be sentential forms. The statement “S; logically implies
Sa,” written S |= S, is defined to mean that the sentential form S = Sy
is a tautology. (Ezample: P AN Q = P. Proof: The truth table

PAQ (PNQ) =P

H =N
H/EAa -0

T
T
T
T

= ==

shows that (P A Q) = P is a tautology.) The terminology “logically
implies” is modelled on common usage. A randomly chosen educated in-
dividual who has never studied logic will readily agree that “I like jam
and Benjamin is charming” is a statement that “logically implies” that
Benjamin is charming, even with no personal knowledge of Benjamin.

(a) How does logical implication relate to material implication? (See page
13.)

(b) How does logical implication relate to logical equivalence? (See page
29.)

1.6 Application: A Brief Introduction to Switching Circuits

Sentential forms are commonly used as mathematical representations of elec-
tronic switching circuits. Picture a collection of wires connected to indepen-
dent electrical power sources; visualize these as lines coming in from the left
side of a diagram. At any given moment some of these may be “alive” or “on,”
which means that they are supplying power to the system (that is, the volt-
age in those wires is positive), while others are dormant (“off”). These wires,
and others not directly connected to the power sources, are linked together
by an assortment of switching devices called gates, each of which has one or
two wires entering it from the left side and one wire exiting it from the right.
Ultimately only one wire exits the diagram on the right.
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Py
Py
Py Wires ?
Power ) and
sources . gates
P,

We will consider two basic problems:

(1) to determine, for a given pattern of power input from the given sources
(typically some are “on” and some are “off”) on the left side of the dia-
gram, whether power will be flowing out of the diagram through the wire
exiting the diagram on the right side.

(2) to try to design another network whose behavior perfectly mimics that of
the original network, but which involves fewer gates. Such a network is
likely to be cheaper and more compact than the original one; these are
two major considerations in any design project.

The idea of this section (the clarifying details will come after this para-
graph) is to represent a circuit (of the kind just described) by a sentential
form, with each power source represented by a sentential variable and each
gate represented by a suitable logical connective. Replacing a variable by a
true proposition corresponds to that power source’s being “on,” and replace-
ment by a false proposition corresponds to power “off.” If we do it correctly,
the truth values of the propositions resulting from such replacements will tell
us when power will flow through the circuit (again, “true” corresponds to cur-
rent flow and “false” corresponds to no flow); this will settle problem (1). And
if we can replace our propositional form with a logically equivalent form with
fewer connectives, then we will have solved problem (2).

Three of the most basic gates are pictured as follows:

P p I -
) R s e R
AND OR

NOT

In each case, current (if any) is understood to flow through the gate from left
to right. The AND gate is designed so that if the wires labelled P and @)
are simultaneously “on,” then the wire labelled P A @ is also “on”; otherwise
P AQ is “off.” This pattern can be read directly from the truth table for
P A @ by reading “on” and “off” in place of T and F, respectively. Similarly,
the actions for the OR and NOT gates can be read from the truth tables for
PV (@Q and ~ P, respectively.
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1.36 ExaMPLE. A room light is to be connected to switches in two loca-
tions, and a flick of either switch should change the state of the light (turns
it off when on, and vice versa). Design a circuit for this purpose, using gates
of the kind that have been described here.

SorLuTioN. Let P and () denote wires leading from the two wall switches.
Then, according to the circuit design specifications, a sentential form S with
the following truth table will represent a satisfactory circuit:

P Q S
F F F
F T T
T F T
T T F

Thus S is true when either ~ P A @ is true (this is from line 2 of the truth
table) or when PA ~ @ is true (from line 3); otherwise S is false. Thus S has
the same truth-value assignments as (~ P A Q) V (PA ~ Q). That is,

S=(~PAQ)V (PA~Q)

This solution to the problem has the following design:

I
L

P
0 1§

i

Seeing the light

We note that if an EXCLUSIVE OR gate

e

is available, it will achieve the same goal, because the forms PV () and
(~PAQ)V (PN~ Q) are logically equivalent.

1.37 EXAMPLE. A zoo has two special cages, each with its own power
source, for endangered species. An alarm will be installed in the zoo office
that will clang if either (or both) of the special cages is opened, assuming that
the cage’s power source and the alarm’s power source are on. Give a diagram
of an appropriate circuit.
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SoruTioN. Let A, (1, and Cy denote the power supplies for the alarm and
the two cages, respectively. We could proceed with a truth table, as in the
previous example, but instead let’s think it through informally.

For the alarm to sound, either A and C'; must both be activated or A and
Cy must both be activated. Thus (A A Cy) V (A A Cy) represents a solution,
and this corresponds to the following circuit diagram.

-
Cl \k@%‘§;
A—o
Cy————

An alarming situation

Now notice the logical equivalence
(A/\Cl)\/<A/\CQ) EA/\(Cl\/CQ)

[This is one of the distributive laws; see (1.34).] That is, the alarm will
sound if it is on and either C; or Cy is activated. The shorter sentential form
AN (CyV Cy) yields a simpler circuit:

/> =
\ S
N L ‘&%
W o>——-

Still alarming, but simpler

The new circuit is said to be equivalent to the original.
If we were to proceed by studying a truth table, as we did in Example 1.36,
we would arrive at the grotesque sentential form

(AN (CLNANC))V(AN(CIAN~CY))) V(AN (~CLACY))

whose corresponding circuit is a labyrinthine atrocity. (Draw it if you feel the
compulsion.)

As Example 1.37 illustrates, the theory of switching circuits leads naturally
to the minimization problem for sentential forms: given a sentential form S,
determine the simplest sentential form among all those logically equivalent
to S. The issue is of major importance in the design of complex electronic
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systems. We will not pursue this topic here. (An important first step would
be to give a precise definition of “simple,” and this may vary with the situa-
tion. For instance, in the design of the extraordinarily complex circuitry for a
computer, reducing the amount of interchip communication can outweigh the
benefits of reducing the total number of gates in the circuit.) Instead we re-
fer the interested reader to the book Boolean Algebra and Switching Circuits,
by Elliott Mendelson (New York: McGraw-Hill, 1970) for further discussion;
in particular, see the extensive list of references given there. Also see Intro-
duction to Switching Theory & Logical Design, by Frederick Hill and Gerald
Peterson (New York: Wiley, 1981).

Exercises

1. A room light is to be connected to three wall switches, each of which has
a “down” position and an “up” position. In each case, design a circuit
satisfying the stated specifications.

(a) The light will be on if at least one switch is up; otherwise it will be off.
(b) The light will be on if ezactly one switch is up; otherwise it will be off.

(c) If all switches are down the light is off; and flicking any switch at any
time changes the state of the light.

2. Replace the following circuit with an equivalent circuit having only four
gates. (Use only the NOT, AND, and OR gates.)

\VARV4

-

N/

\VARV4
_:35
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SETS

He had...twelve marbles, part of a jew’s-harp, a piece of blue bottle glass to look

through, a spool cannon, a key that wouldn’t unlock anything, a fragment of chalk,

a glass stopper of a decanter, a tin soldier, a couple of tadpoles, six firecrackers, a

kitten with only one eye, a brass doorknob, a dog collar—but no dog—the handle of
a knife, four pieces of orange peel, and a dilapidated old window sash.

MARK TWAIN

The Adventures of Tom Sawyer

“Gentlemen,” returned Mr. Micawber, “do with me as you willl T am a straw upon
the surface of the deep, and am tossed in all directions by the elephants—I beg your
pardon; I should have said the elements.”
CHARLES DICKENS
David Copperfield

2.1 Fundamentals

We learn the meaning of a word either by seeing it defined in terms of words
already known to us or by experiencing examples of its use and sensing the
common properties of the examples. For instance, consider these statements:
“Snerd is a member of the country club,” “This saucer belongs to my dinner-
ware set,” “Fromage is one of the French nouns,” “Points A and B are on the
perpendicular bisector of angle a,” “The assault on the western flank was a key
element of Varnish’s battle plan.” In each of these assertions something is said
to be a member or element of some collection or set of things. As the exam-
ples suggest, sets are of wildly different sorts and, accordingly, “membership”
can have a variety of meanings. (Dictionaries provide no substantial help: a

L.J. Gerstein, Introduction to Mathematical Structures and Proofs, Undergraduate Texts in Mathematics, 37
DOI 10.1007/978-1-4614-4265-3 2, © Springer SciencetBusiness Media, LLC 2012
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standard dictionary defines a set as a “collection of objects,” a collection as an
“aggregate,” and an aggregate as a “collection”; and a member is “one of the
elements of which an aggregate is composed.” Check your dictionary.) But
mathematics has to start somewhere, so we agree to accept the words set and
member as undefined (or primitive) terms, though we take comfort from the
meaningful interpretations we give the terms in our daily lives. For linguistic
variety we sometimes use the words family and collection as synonyms for
set, we use the word element for a member of a set, and we say that an
element belongs to any set of which it is a member.

Our goals in this chapter are to learn to describe and manipulate sets and
to develop techniques for the construction of new sets from given ones: we’ll
glue sets together, examine their overlap, take products and differences of
them, and chop them up. Justification for our constructions is contained in
the axioms of set theory, which we will usually not state formally; we prefer
instead a more casual approach to the subject.

Set theory is at the foundation of mathematics, and nearly every mathe-
matical object of interest is a set of some kind. Even the real numbers that
we all grew up with (like 1, 7, —%, and v/5) have definitions as sets, but we
will not go into the details here, and we will assume a familiarity with the
basic arithmetic of real numbers.

If x is an element (that is, x is a member of some set) and A is a set,
the expression x € A denotes the statement “x is a member of A,” which is
either true or false. (In the language of Chapter 1, the statement “z € A” is a
proposition.) The symbol € is called the membership symbol. The negation
of x € A is usually written x ¢ A instead of ~ (z € A). Another common
abbreviation: the statement “a € S and b € S” is shortened to “a,b € S,” and
similarly for longer expressions (such as “x,y, z € S”). To minimize confusion
in writing about sets and their elements, it is useful to use uppercase letters
for sets and lowercase letters for their elements (x € X instead of X € x).
However, we cannot be consistent about this, since, as we will see, sets are
themselves members of sets, and larger type is not always a possibility.

reX and X e X and XEX and. ..

An element of an element of an element of an element of ...

2.1 Definition. Sets A and B are said to be equal, written A = B, if they
have the same members, that is, if every member of A is a member of B and
vice versa. More formally, the statement A = B means that for every element
x the following equivalence holds:

re€A << wz€B
If A and B are not equal we write A # B.
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2.2 ExaAMPLE. Let A be the set of nonnegative real numbers, and let B
be the set of all real numbers that are squares of real numbers. Then by
Definition 2.1 we have A = B, even though the descriptions of A and B are
quite different. The first describes the location of the set’s elements on the
real line, the second has to do with solvability of equations. Thus the first
description is essentially geometric, while the second is algebraic.

Since a set is completely determined by its members, if we wish to define a
set (that is, to specify it completely) it suffices to indicate what its members
are, and there are several standard ways to do this. If a set is small we may
be able to list its elements between braces: {1,v/2} has as its elements the
numbers 1 and v/2. When we use this notational device, it is understood
that the order in which we list the terms is irrelevant, and also that symbol
repetition has no effect on the set being described. Thus

{1,V2} = {V2,1,v2,1,1} = {~/2,1,V2} = {~/2,1}

Sometimes it is more convenient to suggest a listing of the elements: the
expression
{0,1,2,...,1000}

denotes the set whose members are the nonnegative integers from 0 through
1000. It is important that we be on guard for ambiguities: does the expression

{3,5,7,...,23}
denote the set of eleven odd numbers from 3 through 23,
{3,5,7,9,11,13,15,17,19, 21, 23}
does it represent the set consisting of the first eight odd prime numbers,
{3,5,7,11,13,17,19, 23}

does it represent the set{3, 5, 7, m, 62.4, -8, 23} or does it represent some
other set? We cannot know without more information, though sometimes it
can be deduced from the context.

Very often there is a property P that completely characterizes the elements
of a set A, in which case we can write

A={z| P(x)}

which reads, “A is equal to the set of all x such that property P holds for

2

x.” We will not explicitly define what a “property” is. But for any given
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element x, the statement P(z) should be either true or false; that is, in the
terminology of Chapter 1, P(x) should be a proposition. If this is not the case
we say that a set has not been well-defined by our statements. In defining a
set, the letters chosen to represent elements are unimportant:

{z | P(z)} ={y | P(y)}
For example,

{z | z is an integer and 1 < 2 < 3} = {y | y is an integer and 1 <y < 3}
= {z| z is prime and z < 4}

= {273}

2.3 ExamMpPLE. Consider the following three expressions.

A ={z |z is a left shoe }
B ={y |y is aleft sock }

C = {z | z is a Tuesday before January 1983 and after Febru-
ary 1400 on which it rained at noon on what is
now the site of the Washington Monument }

Here A is a set, assuming that we have an unambiguous definition of “shoe”
to work with. But B is not a set since the term “left sock” is ambiguous.
Imagine this: you find a sock on the floor. Is the statement “z is a left sock”
(call this P(x)) true or false? What makes a sock a “left” sock? Because “z is
a left sock” is not a proposition (without further clarification), we say that B
is not well-defined. But if a left sock is defined to be a sock that was actually
on someone’s left foot at noon on June 15, 2011, then for each element x the
statement P(x) will be a proposition, and therefore B will be a well-defined
set. Finally, C' is a well defined set, since on any Tuesday in the given time
interval it either did or did not rain at the indicated time and place. (So if x
is an element, the statement x € C' is a proposition.) But we have no way to
determine all the members of C. For example, is the second Tuesday of the
year 1417 a member of C?7

Once again let us note the distinction between B and C'. No set B has been
defined because the criterion for membership is unclear. On the other hand,
C is a set because there is no ambiguity in the membership requirement;
yet in practice there is no way of actually determining its members. Thus
B fails to be a set because the statement that seems to define it is not a
proposition; C' achieves set-hood, but C' is unlikely to be useful because we
cannot reliably determine the truth value of its defining statement for all
membership candidates.
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Certain sets are used so often that they have been given standard names,
and here are a few of them:

N ={1,2,3,4,5,...}, the natural numbers or positive integers
Z=A...,-3,—-2,—1,0,1,2,3,...} the integers or whole numbers
Q ={z | x=a/bfor some a,b € Z, b # 0}, the rational numbers

R, the real numbers

We won'’t attempt a definition of the real numbers. Let’s say only that they are
often expressed as decimals (possibly of infinite length), and it is convenient
to think of them as points on a line (called, accordingly, the real line).

These number collections are familiar to everyone who has done arithmetic,
and we will use them freely. Carefully justifying the assertion that these are
sets is not an elementary matter, and we will leave this task for more advanced
courses. (Consider this: if martians were to demand that you give a precise
definition of “positive integer,” would you be able to satisfy their demand?)

We have seen that some sets can be defined with a characterizing property
P(x). We do not mean to suggest that there is always a sort of camaraderie
among the members of a given set that enables us to view them all as variations
on a single theme. For instance, if

S = {m, Franklin Delano Roosevelt, —v/53, spaghetti, 12,0}

then we would be hard put to specify a property characterizing the elements
of S other than the property of being on the given list. Similar considerations
hold for the set of Tom Sawyer’s goods listed at the start of this chapter.
The axioms of set theory tell us that sets exist. These axioms also provide
us with some explicit examples, and they guide us in the formation of new sets
from given ones by a variety of abstract cutting-and-pasting maneuvers. The
axiom that follows is the set-theoretic version of this common kitchen wisdom:
an individual is not obliged to consume an entire roast turkey at one sitting;
instead, the diner can extract an appropriate portion with skillful carving.

Axiom of Separation. Given a set X and a property P, there is a set whose
elements are the elements of X that have property P. That is,

{z |z € X and P(x)}

1s a set.

A convenient abbreviation: if S is a set and P is a property, the set

{z |2z €S and P(z)}
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is usually written

{r eS| P();

2.4 ExaMPLE. We have already introduced the set of integers,
7 =40,4+1,+£2,+3,...}.

Therefore, by the axiom of separation, the following are also sets:

{z € Z | x = 2y for some y € Z}, the set of even integers
{r € Z|x=2y+1 for some y € Z}, the set of odd integers
{ne€Z]n>0and 2"+ y" = 2" is solvable for some z,y, z, € Z with

xyz # 0}

The numbers 1 and 2 are members of this last set. The French mathematician
Pierre de Fermat claimed (apparently in the 1630s) in the margin of a book
that these were the only members. In detail, he stated: “To divide a cube into
two other cubes, a fourth power, or in general any power whatever into two
powers of the same denomination above the second is impossible, and I have
assuredly found an admirable proof of this, but the margin is too narrow to
contain it.”* This assertion is commonly known as “Fermat’s Last Theorem,”
although most mathematicians doubt that Fermat really had a proof (so it
wasn’t really a theorem); moreover, he subsequently proved many other results
(so it would not have been his last theorem). After three and a half centuries
of mathematical developments, including important contributions by a great
many mathematicians, a proof of Fermat’s Last Theorem was finally published
by Andrew Wiles in 1995.

In general, from now on we will feel free to discuss sets of real numbers that
satisfy virtually any condition without officially announcing our dependence
on the axiom of separation. We will refer, for instance, to the set of prime
numbers, the set of irrational numbers, the set of negative real numbers, and
SO on.

Just as it is useful to have the number zero available to indicate the absence
of items to count, it is useful to have the concept of a set that has no elements.
Thus we view a stamp collector as having a collection even if he has just
declared himself a collector and as yet has acquired no stamps; we say this
collection is empty. We can formally justify this idea by appealing to the
axiom of separation, which assures us that the following object is a set:

V={re€Z|x+#ux}

*See D. J. Struik, A Concise History of Mathematics, 4th ed. (New York: Dover Publica-
tions, 1987), pp. 102-103.
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This set clearly has no elements, since no integer has the property x # x; we
call ) an empty set."

We can use the axiom of separation in other ways to define empty sets; for
example, these are also empty sets:

{r €Z|2*=2} and {r eR|2*=~1}

We claim: all empty sets are equal. To prove this, suppose () and (/' are both
empty sets; we must prove () = (. (That is, if Joe collects stamps and has
no stamps, and Pat collects coins and has no coins, then their collections are
equal.) By definition of set equality (2.1), we must verify the equivalence
x € () <= x € (I for every element x. But for every z the statements = € ()
and x € (/' are both false, since () and (/' have no elements; therefore the
desired equivalence is true for every z. (Recall Table 1.18.) To sum up, we
have proved the following:

2.5 Theorem. There is exactly one empty set.

We will continue to use the symbol () for the empty set.

The complete set of photographs of ninth-century life (alias f)

2.6 ExaAMPLE. We assert:

0# {0}

Proor. The set on the left has no members. The set on the right has () as
a member. Therefore the inequality holds. [

Notice that in stating Example 2.6 we have used an unannounced axiom
of set theory: If S is a set then so is {S}; that is, there is a set that has S as
its only member. Thus every set is itself an element of some set, so we cannot
say that elements and sets are fundamentally different kinds of entities. For

fIn formal studies of the foundations of mathematics, the existence of an empty set is
asserted at or near the very beginning of set theory, and this set is a fundamental build-
ing block in the subsequent development of number sets. In our less formal approach we
have taken the number sets for granted and deduced the existence of an empty set as a
consequence.



44 =« CHAPTER 2 SETS

example, let B denote the Boston Red Sox baseball team. Then B can be
viewed as a set of ball players. On the other hand, if M denotes the set of
all major league baseball teams, then B € M; and if T is the set of all major
league baseball teams based in New England, then 7' = {B}. Finally, we
remark that if Jones plays for the Red Sox, then

Jones € B and BeT, yet Jones ¢ T

because Jones is not a team.

Exercises

1. At Ace Elementary School the basketball team consists of Martha, Chet,
Fred, Mervin, and Peggy. The softball team has exactly the same members.
Are they the same set?

2. Describe each of the following sets in the format {x | P(x)}.
(a) A=10,2,4,6,8,10,12,14,16,18,...}
(b) B=1{1,2,5,10,17,26,37,50,...}
(c) C={1,5,9,13,17,21,...}
@ D= {LL 5L )
(e) E ={lemon,1,2,3,4,5,...}
3. Describe each of the following sets by listing all its elements between a pair
of brackets.
(a) {z € N |z is prime and 2? < 30}
(b) {z € Z | z is prime and (z is even or 3 < z < 10)}
(c) {reQ|zeNand 1<z <3}
(d) {z € Z | There is an element y € N such that 2* + y* < 25}
4. Which of the following are well-defined sets? Explain briefly.
(a) The set of large real numbers.
(b) The set of all integers that are not integer multiples of 7.

(c) The set of all four-digit strings that appear in the decimal expan-
sion of 7 to the right of the decimal point. (Example: Since m =
3.1415926535 ..., the first four strings of this kind are 1415, 4159,
1592, and 5926.)

5. Label each statement true or false.
(a) {1,2,3} =1{3,1,2}
(b) {1,2,3} ={2,1,3,3,2}
(c) {5,0} = {5}
(d) {5} €{2,5}
(e) D e{l,2}



2.2. RUSSELL’S PARADOX = 45

(f) {1,2} € {1,2}
(g) {1,2} € {3,{1,2}}
(h) 2 € {{1,2}}
(i) {reR|2*=-2} =10
(i) 0e?
6. Is it true that if {a,b,c} = {a,b,d} then ¢ = d? (Here assume that a, b, c,
and d represent numbers.)

7. In each part give an example of sets A, B, C' that simultaneously satisfy
the stated conditions.

(a) Ae B,Be(C,A¢C
(b Ae B,Be(C,AecC
(c) A¢ B,BeC,AcC
8. Take the following statement as an axiom: No set is a member of itself.
(a) Show that if A is any set then A # {A}.
(b) Argue convincingly that if A is a set and n € N then

{{- A #{{-{A }--3)
—— ——

n braces n + 1 braces

(A precise proof requires mathematical induction, a technique to be
considered later.)

2.2 Russell’s Paradox

We may find it reasonable to expect that every property P defines a set,
namely, the set of all objects that satisfy the property: {x | P(x)}. Let us
assume for the moment that this is the case. Consider the set

S={A|Aisaset and A ¢ A}

For instance, if A is a set of pencils, then A is not itself a pencil, so A ¢ A,
and therefore A € S. On the other hand, the collection B of all abstract ideas
is itself an abstract idea, hence B € B, and so B ¢ S.

Question: Is the set S under discussion a member of itself? If S € S, then
the description of the elements of S tells us that S ¢ S. On the other hand, if
S ¢ S, then S satisfies the property required of elements of S, and so S € S.
We have therefore verified the equivalence

SeS«< S¢S
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This is lunacy, because the statement S € S is a proposition and therefore has
opposite truth value from that of its negation, S ¢ S. What has gone wrong?
Answer: The assumption that S is a set has led to a contradiction.
Therefore we must abandon the notion that S is a set, and also the wider
assumption that for every property P the expression {x | P(x)} defines a set.

Bertrand Russell presented this disheartening news to the mathematical
world in 1901, and Russell’s paradox (the apparent set that is and is not a
member of itself) caused widespread fear that the foundations of mathematics
were built in quicksand. The axiom of separation, which we discussed earlier,
enables us to avoid Russell’s paradox by limiting our expectations: instead of
asserting that every property determines a set, the axiom says that inside a
given set whose existence has already been guaranteed, the elements satisfying
a given property constitute a set. For example, once we have accepted the
existence of the set R of real numbers, we are then free to define sets of real
numbers that satisfy whatever further property our hearts desire. (Of course,
if the property is outrageous the resulting set may be empty.)

2.7 EXAMPLE. Assume that X is a set. Then
S={AeX|Aisasetand A ¢ A}

is a set, by the axiom of separation. At first glance this set resembles the
subject of Russell’s paradox. Again we ask: Is S a member of itself? If S € S
then our description of elements of S tells us these facts: S € X, and S is a
set, and S ¢ S. But the last of these facts contradicts the statement S € S.
Therefore the hypothesis S € S is false, so we have S ¢ S. Thus S must fail
to satisfy some criterion for membership in S. But S is a set and S ¢ S, so S
must fail the only other requirement for membership in S; that is, we conclude
that S ¢ X. This is no paradozx; nowhere did we assume that S € X .

Example 2.7 shows that given any set X, there is something (in the example
it is .S) that is not a member of X. So:

There is no set that contains everything.

2.3 Quantifiers

The statement 22 + 8 = 17 is not a proposition, because until we know what
x is, we cannot assign a truth value to the statement. But it becomes a
proposition when z is replaced by a number: 5%4-8 = 17 is false, (—3)?+8 = 17
is true. Here we say that z is a variable: it is a symbol used in a statement
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P in such a way that P becomes a proposition when the symbol is replaced

by a specific element, whereas in its original form P is not a proposition.
Sometimes we may want to say that a given statement P with a variable

x is true for at least one substitution of an element x. For this purpose we

introduce the notation
(Jx)P

which we verbalize as “There exists an x such that P” or “For some z, P” or
“There is at least one x for which P is true.” On the other hand, to say that
every element has property P amounts to saying that it is not the case that
some element has property ~ P; symbolically: ~ (Jz)(~ P). We abbreviate
this by the notation

(Vx)P

which is verbalized “for every z, P” or “for all x, P.” The symbol 7 is called
the existential quantifier, and V is the universal quantifier.

2.8 ExaMpPLES. (a) The statement
(3z)(x € R and 2* + 7z — 27° = 0)

is a true proposition since the substitution of 7 for x yields a true equation.
In practice, abbreviations are common. For instance we may shorten the
preceding statement to

(3r € R)(2® + 7o — 2% = 0)
or, if we understand that R is the underlying set of interest, to
(3z)(2* + 7z — 27% = 0)

Notice that if the set Z of integers were under discussion (instead of R),
then the proposition (3z)(z* + 7z — 272 = 0) would be false, since the
only roots of the equation 22 + 7o — 272 = 0 are 7 and —27, neither of
which is in Z. So the truth value of a quantified proposition may depend
on the prior specification of a set from which all elements are understood
to come. Such a set is called the universe or universal set or domain
of interpretation for the proposition.

(b) A remarkable theorem in number theory known as Bertrand’s postulate
(proved in 1850) states that for every integer m > 2 there is a prime
number p strictly between n and 2n. With the set of integers greater
than 1 as our universal set, Bertrand’s postulate can be represented using
quantifiers as follows:

(Yn)(3p)(p is prime and n < p < 2n)
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(¢) A well-known theorem states that every nonnegative real number has a
square root; this statement is represented by the two-variable proposition

(Vo) (z eRAz >0 (3y)(y eRAY* =1))
if R is fixed as the domain of interpretation, this expression shortens to
(Vo) (z 2 0= (Fy)(y* = 7))
More informally (mixing words and symbols), we can write
Ve >0, 3Ty such that y? =z
which in turn has the compactification
(Vo > 0)(3y)(y* = 2)

Notice that the order in which the quantifying phrases occur is crucial.
The present example has the form, “For every nonnegative x something
happens”; accordingly, Vx starts off the symbolic representation. The
“something” that happens is that “there is an element with a certain prop-
erty,” and therefore the next part of the symbolic representation starts
with dy. By contrast, the expression

(Fy) (Ve > 0)(y* = )

translates into “There is a number y that serves as a simultaneous square
root for all nonnegative real numbers,” clearly a falsehood.

(d) For variety, sometimes instead of (Va)P we write P, Vz. For example
in analytic geometry we assert that every point (x,y) in a given set A
lies outside the unit circle (the circle with center (0,0) and radius 1) as
follows:

?+y?>1, Y(r,y) €A

Now let’s consider the negation of quantified statements, using the notation
of logical equivalence from Section 1.5. Since (Vz)P is an abbreviation for
~ (3x)(~ P), we have

~ (Vz)P = ~~(Jz)(~ P) = (Jz)(~ P)
In the same vein we have

~ (32)P =~ [Fr)(~ (~ P)) = (Va)(~ P)
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Thus we have obtained the following two basic equivalences for negating quan-
tified statements:

(2.9) ~ (Fz)P = (Vz)(~ P)
(2.10) ~ (Vx)P = (3x)(~ P)
Here we use “=” to indicate that whenever P is a statement about elements

2 in the underlying universal set, these quantified expressions become propo-
sitions with the same truth value.

2.11 ExaMmpPLES. The purpose of this example is to familiarize you quickly
and informally with quantifier manipulation, without getting entangled in
substantive mathematical issues. Here are some standard English sentences
and their negations in the quantification format. Each variable is named with
the initial of the word it represents.

(a) “There is a cat in that house” can be represented
(Je)(c is in that house)
By 2.9 the negation is
(Ve)(c is outside that house)

which means, “Every cat is outside that house.”
(b) “Every animal eats some food” is written

(Va)(3f)(a eats f)
By 2.10 the negation can be written

(3a) (~ (3f)(a eats f))
By 2.9 this in turn is equivalent to

(Fa)(Vf)(a does not eat f)

meaning “There is an animal that eats no food.”
(c) “There is an animal that eats every food” becomes

(3a)(Vf)(a eats [)
By 2.9 and 2.10, this negates to
(Va)(3f)(a does not eat f)

which we may interpret as “Associated with every animal is some food it
doesn’t eat.”
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(d) As we saw in Example 2.8(c), the order in which variables are quantified
can affect the meaning. For example, if instead of (b) we write

(3f)(Va)(a eats f)

we get “There is a food that every animal eats.” Thus, statement (b) is a
statement about each animal; and we would presumably label it “true,”
assuming that “eats” is interpreted to mean “consumes as a part of its
natural diet.” But the present statement asserts the existence of a certain
extraordinary food, and we must clearly label the statement “false” (if
we interpret “eats” in the same way). Is there any food eaten by both
lobsters and giant pandas?
Similarly, modifying (c) to

(V)(Za)(a eats f)

yields “Every food is eaten by some animal.” The negations of these two
statements are left for you to consider.

(e) “You can fool all of the people all of the time” is represented
(¥p)(¥t)(You can fool p at time t)
By a double application of 2.10, this has the negation
(3p)(3t)(You can’t fool p at time t)

which translates to “There is a person who sometimes can’t be fooled.”
Alternatively, we could have started with the representation

(Vt)(Vp)(You can fool p at time t)
This negates to
(3t)(3p)(You can’t fool p at time t)

which means, “There is a time when at least one person can’t be fooled.”

The analysis of examples of the kind we have been considering here illus-
trates the vagueness that permeates our usual language. “There is a song
that everyone is singing” and “Everyone is singing a song” have different in-
tended meanings that can be captured by different quantifications, whereas
in ordinary conversation we may require further discussion for clarification.
Ambiguities like this will keep lawyers in business forever.
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It is appropriate to pause for a moment to appreciate the benefits of our
notation. If we are given a statement of staggering complexity, of the form

(V1) (3xo) (Fx3) (Vay) - - - (3x,) P
(where P is a proposition), we can now negate it mechanically to
(F21) (Vo) (V) (34) - - - (V) (~ P)

by repeated application of rules 2.9 and 2.10, without struggling to grasp the
meaning of the given statement. Indeed, a computer can be programmed
to carry out the symbol manipulation. Here is a commentary by Alfred
North Whitehead, a distinguished mathematical philosopher (and a colleague
of Bertrand Russell, our friend from an earlier section), in response to a similar
notational triumph:

This example shows that, by the aid of symbolism, we can make transitions in

reasoning almost mechanically by the eye, which otherwise would call into play the

higher faculties of the brain.

It is a profoundly erroneous truism, repeated by all copybooks and by eminent
people when they are making speeches, that we should cultivate the habit of think-
ing of what we are doing. The precise opposite is the case. Civilization advances by
extending the number of important operations which we can perform without think-
ing about them. Operations of thought are like cavalry charges in a battle—they
are strictly limited in number, they require fresh horses, and must only be made at
decisive moments.*

There is one more useful quantifier, really a souped-up existential quantifier:
the prefix
(Fz)

means “There is exactly one x” or “There is a unique z.” A proof of a
statement of the form (3!z)P has two parts: the existence part, in which we
prove (Jz)P; and the uniqueness part, in which we prove that if statement P
is true for both z and y then necessarily x = y.

Exercises

1. Express the following statements symbolically, using quantifiers, logical
connectives [A (and), V (or), ~ (not), = (implies)], and standard math-
ematical symbols from arithmetic, but using no English words. Example:
The false proposition “every real number’s square is less than 8” can be
written (Vz)(z € R = 2? < 8), or in this shorter and less formal way
(without all the parentheses separating parts of the statement from each
other): Vr € R, z* < 8.

*From Alfred North Whitehead, An Introduction to Mathematics (Oxford: Oxford Univer-
sity Press, 1958).
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(a) There is a positive integer whose cube, when added to 15, yields a sum
of 22.

(b) Every positive integer has the property that when its cube is added to
15, the result is 22.

(c) It is not the case that every real number is a square of a real number.
(d) There is a real number that is not the square of a real number.
(e) Every real number has a unique cube root.

Let A = {1,2,7}, and let P be the statement “x € A and z € Z.” De-

termine the truth value of each of the following implications, and justify

briefly. Take the set R of real numbers as the universal set.

(a) (3x)P = (Vx)P

(b) (Va)P = (Jx)P

(a) Redo Exercise 2, using A = () instead.

(b) Is there a set A for which the truth value of statement (b) of Exercise
2 is false? Explain.

Write the following statements in more abbreviated form, using quantifiers.

Here the short phrases “is prime” and “is a line” are allowed, and the

symbol IT may be used for “the plane.”

(a) 17 is not the largest prime number.

(b) There is no largest prime number.

(¢) Every real number has a fifth root.

(d) Every pair of distinct points in the plane lies on a unique line.

The following definition can be found in most calculus books. A function
f is continuous at x € R if the following condition holds:

For every € > 0 there is a number > 0 such that
|f(2') — f(z)| <e whenever |2/ —uz|<§

(a) Write the condition in abbreviated form, using quantifiers.
(b) Write the negation of this condition in a quantified form, using no
negation symbols.

(c) Write out part (b) mostly in words: “A function f is not continuous
if....7

. A prime number is an integer greater than 1 that cannot be written as a

product of smaller positive integers. Write the definition of prime number
using symbols and no words. That is, complete the statement

p is a prime number <=

with a suitable symbolic expression.
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7. Suppose you are working with real numbers. Devise equations P and @),
in which = appears as the only variable, such that the propositions

(Fz)(P A Q) and (Jz)P A (F2)Q

have opposite truth values.

8. Show the ambiguity of the statement “All men are not liars” by giving two
reasonable interpretations that have different meanings. Use quantifiers, as
in Example 2.11; and to convince the reader that your two interpretations
are different, give a condition under which one is true while the other is
false.

9. Label each of the following statements true or false. All statements here
have R as the underlying universal set.

)

)
d) (3'x)(Vy)(zy = y)
(e) (Vx)(3ly)(zy = 0)
(f) Fz)(3ly)(zy = 0)
(g) (Vo) 3ly)(x +y=0)
(h) ~ (F2)(Vy)(z < y)

2.4 Set Inclusion

We often recognize that a given collection of objects is part of a broader class
of things: my books are among my prized possessions; owls are nocturnal
creatures; the integers are real numbers.

2.12 Definition. Let A and B be sets. We say A is a subset of B (or A
is contained in B, or B contains A, or B includes A), written A C B (or
B D A) if every member of A is a member of B. More formally,

ACB <+ (Vz)(r € A=z € B)

The symbol “C” is called the set inclusion symbol. If A is not a subset of
B we write A Z B instead of the longer statement ~ (A C B).

2.13 ExamprLEs. (a) {1,3} C{1,7, 3}

(b) {0} € {0,5}
() NCZCQCR
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Suppose we wish to prove A C B for some given sets A and B. We first
recall that an implication P = (@) is always true if P is false. In particular,
the statement x € A = x € B is automatically a true proposition whenever
x is replaced by an element that is not a member of A. Therefore we need
only be concerned with the truth value when z is replaced by a member of A.
So we start a direct proof of the statement A C B with “Let z € A. Then...”
or “If z € A, then...” and we show that it follows that x must be a member
of B. Or we could exhibit a chain of true implications of the form

r€A—...=—=zx€B

giving reasons whenever the justification is not obvious. We begin an indirect

proof of A C B by supposing that = ¢ B and showing that consequently x ¢ A.

[Reason: (x ¢ B = x ¢ A) is the contrapositive of (r € A = = € B).]
Suppose we want to prove A Z B. We have

AZ B<+= ~ (Vz)(r € A=z € B) (by 2.12)
< (dz) ~(x € A=z € B) (by 2.10)
<= (Jz)(r € Aand = ¢ B) (use a truth table)

Thus, to prove A € B it suffices to show that A contains an element that is
not in B.

2.14 Theorem. Let A be aset. Then A C A and () C A.
Proo¥F. Theinclusion A C A follows from the truth of the insultingly trivial

implication
reA=uzxecA

To see that () C A, notice that the implication
reEl=uxzeA

is always true, since its hypothesis is false no matter how z is chosen.* U
EXERCISE. Give an indirect proof of the inclusion ) C A.

2.15 Theorem. If AC B and B C C then A CC.

PRrROOF 1. (Detailed, with reasoning exposed) We follow the strategy described
in the paragraph after Examples 2.13. From the definition of C (see 2.12),

*From now on, we will use the symbol [J to mark the end of a proof or partial proof.
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to prove A C C' we must show that every element of A is an element of C.
Equivalently, we must verify the conditional statement

r€A=zxzc(C

For this purpose, let x € A. That is, assume that the statement “x € A”
is true. Now we consult the hypothesis (that is, what the statement of the
theorem tells us to assume is true) for assistance. Since A C B, the conditional
statement “r € A = x € B” is true; so, since x € A is true, also r € B
must be true. (In the language of Chapter 1, this is modus ponens in action.)
Then, by exactly the same reasoning, since B C (', we conclude that x € C.
But all we assumed about x is that it is an element of A, and from this we
have deduced (using the hypothesis) that z € C. Therefore we have proved
A CC(C, as desired. [

PROOF 2. (Really, this is the same as Proof 1, but the chattiness has been sup-
pressed.) Let © € A. Then, since A C B, we have x € B. From this and the
hypothesis B C C' we conclude that x € C. Thus AC C. O

2.16 ExaMPLE. We can use the symbolism of Theorem 2.15 to express
many standard logical arguments. For example, consider the sentence

All cats eat fish, and every fish-eater sings; therefore cats sing.
Translation: Let C, E, and S denote (respectively) the sets of cats, fish-eaters,
and singers. Then C C E C S, and so C C S; that is, all cats sing.
2.17 Theorem. A= B <= AC B and B C A.

ProorF OUTLINE. Compare Definitions 2.1 and 2.12. [J

2.18 ExaMPLE. In the set T of all triangles, define
S ={A €T | A has two sides of equal length}
A={A €T | A has two equal angles}

Show that S = A. (Here assume that the standard criteria for triangle con-
gruence are known.)
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SEMISOLUTION. By Theorem 2.17, it suffices to show that S C A and
ACS. Let A € S, and let P, ), R denote the vertices of A\, labeled so that
PQ = QR. Construct a line from Q to the midpoint of M of PR. Then there
is a congruence APM@Q = ARMQ), since these two triangles have sides of the
same lengths. Therefore L MPQ = AMRQ (why?), and A € A. This shows
that S C A. Exercise: Prove that A C S to finish the solution. [

2.19 Definition. For sets A and B we define the proper (or strict) in-
clusion relation, denoted C, as follows:

ACB<=ACBand A#B

We say that A is a proper subset of B (or properly contained in B) if this
condition holds. In view of 2.12 and 2.17, we can reformulate this definition
as follows:

ACB<= ACBand (3x)(x € Band x ¢ A)

In words: A is a proper subset of B when A is a subset of B and B contains
some element not in A.

If A is not a proper subset of B we write A ¢ B.

Many authors use “C” for ordinary set inclusion instead of our “C.” There-
fore check the notation carefully when reading material on set theory in other
sources.

2.20 ExamprrLes. (a) {1,7} ¢ {1,7} C {1,2,7}
(b) If A is any nonempty set then ) C A.

ProoF. The implication
rel=zcA

is true, since its hypothesis is false for every z; therefore () C A. Also, the
statement () # A is true by the assumption that A is not empty. Therefore
hcA O

(¢) f AC Band B C C then A C C. (Check this!)

(d) Define A = {1,2}, B = {1,2,3}, C = {3,{1,2}}, D = {1,2,{1,2}}.
Then the following assertions are true, and they should be verified by the
reader.

A C B, A¢ B, AeC, AZC, AeD, AcCD

Notice that A and C each have two elements, while B and D each have
three elements.
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(e) The set S = {Boston Red Sox, New York Yankees} is a set with two
members, each of which is itself a set. Thus if Jones is a member of
the Boston Red Sox then

Jones € Boston Red Sox

is true, while
Jones € S

is false.

Exercises

1. (a) List the subsets of the set A = {1, 2, 3}.
(b) List the subsets of the set B = {1,{2,3}}.
(c) List the subsets of the set C' = {{1,2,3}}.

2. Can a set be a proper subset of itself? Explain.

3. Let A ={1,2,-1,5}, B=N, C ={-2,-1,0,1,2}, D = {1,{1,2}, 2},
E ={-2,-1,0,2,7}. In each case find a set S satisfying all the stated
conditions and having the property that no set properly containing S also
satisfies the conditions. (The set S is then said to be mazimal with respect
to the conditions.)

(a) SCAand SCFE
(by SCAand SCD
(c) SCBand SCFE
(d) SCEand SZC

)

(e) The statement
reC or xze€D

is true for each = € S.
(f) The statement
reC and x€D
is true for each x € S.
4. Prove the following implications.
(a) ACB=B¢ A
(b) AC)= A=
5. Let S be a set. Prove the statement

a€S<{a} CS

6. Prove that if AC Band B C C then A C C.
7. Prove the following two propositions.
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(a) {reN|2? <6} C{xe€Z]|x=2"for some n € Z}
(b)) (ACBand BCCandCCA) = A=B=C

8. Let A and B be sets. Show that A C B if and only if every subset of A is
a subset of B.

9. Give sets A and B such that the statements A € B and A C B are both
true.

10. Prove or disprove: {{{5}}} = {{5}}.

2.5 Union, Intersection, and Complement

Throughout this section, capital letters A, B, C, ... will denote sets. Our goal
here is to begin to compare sets with each other and to see how sets can
interact to produce offspring: a process known informally as “the joy of sets.”

Given sets A and B, it is natural to consider the subset of A that consists
of precisely those elements of A that don’t belong to B.

2.21 Definition. If A and B are sets, we define their difference
A-B={xecA|z ¢ DB}

also called the complement of B in A. In the event that all sets under
consideration in a particular discussion are subsets of a given set U (referred
to as the universal set throughout that discussion), the complement of any
set A in U is just called the complement of A, denoted A'.

2.22 ExaMPLES. (a) Let A={1,2,3} and B ={2,3,4}. Then
A—B={1} and B— A= {4}.

(b) {0, {03} — {0} = {{0}}

ProoF OF (b). The set A = {0,{0}} has two elements, namely, § and
{0}; and B = {0} is a set with ) as its only element. So the only element that
belongs to A and not to B is {0}. That is, A — B = {{0}}. O

2.23 Exercises. Verify each of the following assertions.
(a) A—A=0=0-A

(b) A-0=A

(c) A-B=B—-A<—= A=B
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(d) If U is the universal set, then

(AY=A 0=U0  U=0

Our next constructions build sets either by uniting two sets into one or by
restricting our attention to the elements two sets share.

2.24 Definition. The union of A and B is the set
AUB={z|xz€ Aorz € B}

(Remember, our “or” is inclusive; recall Table 1.10.) The intersection of A
and B is the set
ANB={x|r € Aand x € B}

2.25 ExaMpPLE. Let A={1,2,3,4}, B={0,1,3,5,7},and C' = {2,4,6,8}.
Then
AUB=1{0,1,2,3,4,5,7}
ANB={1,3} BNnC =10
(AUB)NC ={2,4}=AnC
We sometimes find it useful to represent sets pictorially by disks or blobs,
shading appropriate regions to correspond to the subsets of interest. Such
pictures are called Venn diagrams (after John Venn, who is credited with

originating the procedure in the 1880s.) For instance, we can represent differ-
ence, union, and intersection by

A-B AUB

ANB
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and the complement by

‘o

Here the universal set U is represented by the entire rectangle.

Venn diagrams are a useful visual aid in the search for theorems about set
equality. For example, if in the diagram

Al % | B
C

we shade the region corresponding to AN (B UC), and in another copy of the
diagram we shade the region for (AN B) U (AN C), the result in each case

% O

This similarity suggests the equality AN(BUC) = (ANB)U(ANC). It does
not prove the equality, it suggests it. Pictorial arguments can be misleading,
and their worship should be avoided. To illustrate: if AN B = () (in which
case we say A and B are disjoint), an intersection portrait like

(g

ANB

suggests that A and B have common elements, contrary to the hypothesis.
The equalities in the following theorem all follow from logical manipulations
(justifiable by truth tables) and the definitions of union and intersection. The
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proof strategy goes back to the definition of set equality in 2.1. Should you
feel the urge to draw Venn diagrams to supplement the proofs, go ahead.

2.26 Theorem.

(a) AN(BNC)=(ANnB)NnC e
(b) (B U C) (A U B) ucC } associlative laws
(c) AN(BUC)=(ANB)U(ANC) o
(d) (B N C) (A U B) N (A U C) } distributive laws
@ vz mnag
N U ,

(g) (AuB)Y=ANB De Morgan’s laws
(h) (ANB)=AUB

PARTIAL PROOF.

(a) e AN(BNC)<=zcAandz € (BNCO)

<z € Aand (x € Band z € ()
< (r€eAandreB)andzr € C
< ze(ANB)NC

Therefore the definition of set equality yields the series conclusion. Inspec-
tion shows that the argument is a consequence of the logical equivalence

PA(QAR)=(PAQ)AR.
(b) This proof is essentially the same as the proof of (a), merely replacing

“ﬂ” by “U” and “and” by “OI‘.”
(¢)—(h) Exercises. [

2.27 Theorem. (a) f X C Z andY C Z then XUY C Z.
) FZCXand ZCY then ZC X NY.

Proor. (a) If w € X UY then either w € X or w € Y. In either case
we Z,since X C Zand Y C Z. Therefore X UY C Z.

(b) This is left as an exercise. [

Exercises

1. Let A={1,2,3,4,5}, B={3,4,5,6},C = {x € Z | = is even}. Determine
each of the following sets.
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(a) A— B (d) AUB (g) (AnB)UC
(b) B— A (e) C — B (h) BU®

(c) BNA (f) (AnB)NC i) OnC

. Take Z as the universal set. Using the sets A and C' defined in Exercise 1,

determine the sets A’, C’, and (ANC)".

In each case indicate whether the given statement is true or false, and
briefly justify your answer.

(a) D e{1,2} U0
(b) 0 C{1,2,3}n{3,4,5}

4. Prove ANB'C (AN B)".

10.

. Verify the following propositions. (Here A is any set.)

(a) AUD=A
(b)Am(Z) 0
() (A-A)-A=
(d) A=(A-A4)
() AUA=A

On one copy of the following diagram, shade the region corresponding to
A — (B — (); on another copy shade (A — B) — C. If the results are the
same, prove the proposition (A — B) —C = A — (B — (). If the results are
different, give an explicit counterexample to the proposition.

0
A

A B

Prove each of the following.

(a) (A—B)N(B—A) =10

(b) (ANB)N(A—-B)=10

(¢c) A=(ANB)U(A—-B)

Prove parts (c), (e), and (g) of Theorem 2.26.

Prove part (b) of Theorem 2.27.

Let A and B be sets. Define the symmetric difference to be

A®B=(A-B)U(B- A)

&5
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For example, if A ={-3,0,1,2} and B = {1,2, 3,4}, then

A®B={-30U{3,4} ={-3,0,3,4}
N—— N~
A-B B-A

The set A @ B consists of those elements of A U B that belong to exactly
one of the sets A, B. Prove the following statements. (Assume only that
A and B are sets. Do not assume that we know what their elements are.)

(a) A A=10

(b) Agh=A

(c) (A@B)—(A—-B)=B-A

(d) A® B =0 = A = B (Therefore, combining parts (a) and (d) gives
the equivalence A@® B =0 <= A = B.)

(e) (A@B)dC=Aa (B&C) (Start with a Venn diagram.)

Let S be a nonempty set. All capital letters in this problem will denote
subsets of S; and throughout this problem we will write A + B instead of
AU B, and AB instead of AN B.

(a) Verify the following three assertions.

A+B=B+ Aand AB=BA
A(B+C) = AB + AC
A+ BC=(A+B)(A+C) (unfortunate!)

(b) Given A, for which sets B is it true that A+ B = A? (Find them all.)
(¢) Given A, for which sets B is it true that AB = A? (Find them all.)
(d) Show that AX = A for all A if and only if X = S.

(e) Show that A+ X = A for all A if and only if X = 0.

(f) Show that A(B — A) = ().

(g) Show that A+ (B—A) = A+ B. (Here “—” is the usual set difference.)

2.6 Indexed Sets

Imagine that a dog barks four times. How can we denote the set of barks?
An easy (and quiet) answer: write B = {by, by, b3, by}, where b; stands for
the first bark, by stands for the second bark, etc. Here we have used the
members of a set I = {1,2,3,4} as labels or indexes for the members of B;
I is therefore called the index set. Once the indexes have been assigned we
can write B = {b; | i € I}. There may be more than one reasonable way
to index the members of the set and, if the set is large, choosing an optimal



64

« CHAPTER 2 SETS

indexing scheme is not an inconsequential matter. For instance, if someone is
concerned with the problem of storing large amounts of data in such a way
that information can easily be retrieved and manipulated, the way in which
the data has been indexed can be crucial.

2.28 EXAMPLES. (a) Suppose you own many books on a wide variety of

subjects, and you want to arrange them on your bookshelves in an optimal
way. If you position them alphabetically by author, and books by the same
author alphabetically by title, then it will be a triviality for you to locate
a book with a given author and title; but, should the need arise to survey
all your books that deal with a particular subject, you may have some
trouble. On the other hand, if the books are filed by subject, you may
have difficulty locating a book with a given author and title if the book’s
subject area is unknown to you.

Each account file in a savings bank is a set of information about the
account holder (name, address, employer, etc.) together with a listing of
the amount of money in the account. If electronic access to the money
could be had by anyone knowing the name of the account holder, then no
depositor’s money would be safe. So access is available only to someone
knowing a secret number assigned to the account holder. That is, account
files are indexed by code numbers and not by people’s names.

Analytic geometry grew out of René Decartes’s insight (in 1637) that the
points in a plane II can be indexed with ordered pairs of real numbers by
superimposing a pair of axes on II and labeling each point according to
its position with respect to the axes.

)

| | | | | | | |
e ——p—— b ——f ———

I I I I I I I I

I I I I I I I I
e b — o —

[ 1(-3,2) 1 [ [ [ |

| | I | | | | |
e b e ——

| | | | | | |@7U

I I I I I I I i

| | | | | | | |

X

| | | | | | |

| | | | (QOP | | |

I I |(2h1) I I I I
[ Y D AR AR A UU ISR SO A

| | I | I | | |

| | | | | | | |
R U P N N A IR U P

I I | I I I I I

I I I I I I I I

A piece of II

When the set I = {(a,b) | a,b € R} is the index set for II, a typical
point P € II can be completely identified by using its full indexed name
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Pap). In practice we simplify the notation by suppressing the letter P,
and we speak of “the point (a,b).” It is not essential that the axes be
perpendicular or that the same units of distance be used on both. For
example, in the mathematics of crystallography it is often more reasonable
to use axes that suggest the geometry of the crystalline structure under
consideration.

In this case the index set [ is the same as it was for Descartes, but the
scheme for assigning elements of I to elements of II is different from his.
There are also polar coordinates for II: We choose a point in 11, label
it O, and call it the origin or pole. Then we choose a ray (the polar
axis) originating at O, and a unit distance. We index a point P € II by
its distance r from O and the angle o that the ray OP makes with the
polar axis:

P=(r,a)

o

0
The three indexing procedures just described provide dramatically differ-
ent descriptions of the elements of II.

(d) Consider the family £ of all the vertical lines in the usual zy-plane. Each
such line intersects the z-axis at exactly one point (,0), and we can use
the real number 7 to index the line. Thus for each ¢ € R we let L; denote
the vertical line through (z,0).

Now let’s see another way to index the family £. Each vertical line has
exactly one point with y-coordinate 1. The line through the origin and that
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point makes an angle « (say in radians) with the z-axis, and « can be used
to label the line: call the line L,. In this way the open interval [ = {«a | 0 <
a < 7} can serve as the index set for L.

Y Y
N
\
N
\
S
N
N
1 \/ o
{ SR
T alias A T
(7170) (07 0) (07 0) \\
\
N
\
N
\
L L,

The notation S = {x; | ¢ € I} for an indexed set is often compactified to
S = {x;}ie;. Thus in Example 2.28(d), the two indexing procedures for the
set L of vertical lines yield these notations for £: {L;}icr and {La}acrg-

2.29 ExaMPLES. (a) A collection of sixteen sets
{A,B,C,D,E,F\G,H,I,J,K,L, M,N,O, P}

can be relabeled and written more compactly as the indexed family {A;};c;
with index set I ={i € Z |1 <1i < 16}.
(b) In the usual xy-plane, we associate the following sets with a real number

T
H,={(z,y) |z >r}, a right half-plane
and, if r > 0,
— the circle with radius r and
CT:{(‘r?y) ’ x2+y2:r}7 Center (O 0)
D, = {(z,y)| \/m <7l the closed disk with radius r

and center (0,0)
This gives three indexed families:
{HT}TER {CT}TZO {DT}TZO

In all three families, each object has been indexed with a number that is
important in the object’s definition.
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Now we extend our notions of union and intersection, defined earlier for
two sets (2.24), to arbitrary indexed families of sets.

2.30 Definition. Let {A;};c; be an indexed family of sets. We define the

union U A;

iel
as the set of elements that belong to at least one A;, and the

intersection ﬂ A;
iel

as the set of elements that belong to all A;. More compactly:

UAZ':{Z‘|Z‘EAZ' for some i € I},

i€l

ﬂAi:{x|x6AiforalliE]}

i€l

With quantifiers:

UAi={z|GieD@ecA)}, (Ai={z|(Viel)(recA)}

el il

To ease the printer’s burden and simplify the notation, if no ambiguity is likely
we sometimes write the union as U;cr A; or even UA;, and we treat intersections
similarly.

REMARK. From the definition of N;c;A; it follows that the statement
r & NierA; is equivalent to ~ (Vi € I)(x € A;), which in turn is equiva-
lent to (Ji € I)(x ¢ Ar), by our rules for negating quantified statements. In
words: if z is not simultaneously in all A;, then there is some A; that does not
have x as a member. Similar considerations hold for U;e;A;. (Check this.)

2.31 ExaMpPLES. (a) Two given sets can be represented as an indexed
family {A;, Ao} with index set I = {1,2}. Having done that, we have
Uier4; = A1 U Ay and NierA; = Ay N Ay. So the concepts defined in 2.30
include those in 2.24 as special cases.

(b) Consider the family £ = {L;};cr defined in 2.28(d). We claim that U;cr L;
is the entire plane, while M;crL; = (). Let’s verify the first of these as-
sertions in detail. (The second is left as an exercise.) Denote the plane
by E: we must show £ = UL;. Recall that to do this it suffices to show
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that £ C UL; and UL; C E. Conversationally: Each point in F is on
some vertical line, hence each point is in the union of all the vertical lines,
so £ C UL;. Conversely, every point in UL; is on some L;; but L; is
contained in E, so UL; C E. Here is a more detailed proof. If P € F,
then P = (a,b) for some a, b € R. But then P € L,, since L, is the ver-
tical line through (a,0) [that is, L, = {(a,y) | y € R}], and so P € UL;.
Conversely, if P € UL; then P € L; for some ¢, by Definition 2.30. But
L; C E, and therefore P € E.

Let’s briefly discuss the unions and intersections of the families defined
in Example 2.29(b). As in part (b) of this example, we use E for the
plane. We assert that UH, = F. Every point in the union is in some H,,
and H, C E, proving “C.” Conversely, every point (a,b) € E is in the
half-plane H,_;, for example, hence in UH,. Also, NH, = () because no
point is in every half-plane; for instance, (a,b) ¢ H,1. Next, UC, = E,
essentially because every point in the plane is on a circle centered at the
origin, namely, (a,b) is on C /7. (Really this only shows “2.”) But
NC, = () since no point is on more than one such circle. Finally, UD, = FE
since every point of E is in some disk (in fact many disks). We claim
ND, = {(0,0)}. Clearly, (0,0) is an element of every disk centered at
(0,0). Moreover, any point (a,b) # (0,0) is excluded from small enough
disks (for example, from D and therefore from the intersection

ND,.

@)

2.32 Theorem. Let A be a set and let {B;};c; be an indexed family of
sets. Then the following is true:

A —UerB; = Nier(A — B))
(Nie1B;)" = Uier B;

(Uier Bi)" = Nier B;

(This theorem extends Theorem 2.26, and is therefore also known as De Mor-
gan’s laws.)
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PROOF OF (a).

xEA—mBiﬁxeAandxgémBi
i€l iel
<z ecAand (Jiel)(x ¢ B;) (recall 2.30)
< (Jel)(reAand x ¢ B;)
— (Jel)(lreA-B)
= ze|J(A-B)
iel
The proof of part (b) is left as an exercise.
In parts (c) and (d), all B; are understood to be subsets of some unspecified

universal set. If we call that universal set A, the proofs of (¢) and (d) are imme-
diate from (a) and (b), respectively, using the definition of complement. [

Exercises
1. Let Ay =1{1,2,3,4}, Ay ={0,1,2}, A3 = {—1,0,1}, and let T = {1,2,3}.
Determine the following sets.
(a) UierA;
(b) NierAs
Take the set of integers, Z, as the universal set. Determine the
following sets.

(¢) Uier4;
(d) NierA;
2. Take the set of all living people as the universal set. Define
A; = {2z | x was born on the ith day of his/her birth year}
B; = {z | x was born during the jth month of the year}
Cr = {x | x was born on the kth day of the week}

(start counting with Sunday). Use words to describe the elements of each
of the following sets.

(a) BiN (Ui<k<sCh)
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3. Let n be a positive integer, and suppose a set A; is given for each i € [ =
{1,2,3,...n}, with A; C A; whenever ¢ < j. Show that U;c;A; = A, and
Nier A = Ay

4. An indexed family of sets {A;};c; is said to be disjoint if N;e;A; = 0, and
the family is said to be pairwise disjoint if A;NA; = () whenever ¢ # j. In
words: a family of sets is disjoint if there is no element shared by all sets in
the family; a family is pairwise disjoint if no two sets with different indexes
share a common element. The following pictures may help to clarify these
ideas.

@ g Q0
A, A A, T Ay A, ©A3

Not disjoint Disjoint but not pairwise disjoint Pairwise disjoint

(a) Let Ay = {1,2,3,4}, Ay = {3,4,5,6}, A3 = {1,6,7}. Show that the
family {Ay, As, A3} is disjoint but not pairwise disjoint.
(b) Show that if {By, By, B3} is a pairwise disjoint family of sets then it is
disjoint.
5. Recall the closed interval notation [—a,a] = {x € R | —a < z < a}.
Determine each of the following sets.
(a) Uaso [—a, 0
(b) Naso [—a, ]
(€) Nazs [—av, 0
6. For each integer n, let M, be the set of all integer multiples of n. Thus,
for example,

M, = {0}

Mi=M_,=17

My = M_y = {0, +2, +4, 46, ...}
Ms = M_5 = {0, +3,+£6,49, ...}

Determine each of the following sets.

)

c) Up prime M)
) mp prime Mp
)
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(f) Un€M5 Mn
7. Prove Theorem 2.32(b).

8. Describe each of the following as an indexed family of sets. Here II denotes
the coordinatized zy-plane.

) The family of closed intervals of length 1 on the real line.

¢) The family of all circles in II of radius 1.

(a
(b) The family of all circles in IT of radius 1 whose center is on the y-axis.
d) The family of all lines in II with slope 6.

e

(
(
(e) The family of all lines in II with y-intercept 5.

9. Find U;esA; and NMierA; for each family {A;}icr in Exercise 8. That is,
describe the union and intersection in each case, and briefly justify your
claims. A complete proof is not required.

2.7 The Power Set

Mathematicians, surgeons, nuclear physicists, and ax murderers achieve many
of their objectives by dissecting complicated structures and manipulating their
pieces. In this section we begin such a dissection by considering the set of all
subsets of a given set.

2.33 Definition. The power set P(A) of a set A is the collection of all
subsets of A:

P(A) ={X | X C A}

So for any set X the statements “X C A” and “X € P(A) are equivalent.
(We'll see that many proofs about power sets amount to remembering this
equivalence.) Thus a subset of P(A) is a set whose members are subsets of A.
If A is small we can describe P(A) by listing the subsets of A between a pair
of braces.

2.34 ExampLes. (a) P({3}) ={0,{3}}
(b) P({1,2}) = {0, {1}, {2}, {1,2}}
(c) P(0) = {0}
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ProoF oF (c). We have ) C @ (recall Theorem 2.14), so () € P((),
and therefore {0} C P(()). Conversely,

AeP(0)= AC

— A=10 (If A # () then A has a member
z, and the inclusion A C () would
force x € (), an absurdity.)

= A € {0}

Hence, P(() € {0}. When we combine this with the first part of the
proof, we deduce P(0)) = {0}, as claimed. O

(d) P({1,2,3}) = {0, {1}, {2}, {3}, {1, 2}, {1,3},{2,3},{1,2,3}}

Examples 2.34 lead us naturally to this conjecture:
If A has n elements then P(A) has 2" elements.
In other words:
A set with n elements has 2" subsets.

We'll prove the conjecture toward the end of the chapter, but for now, a proof
sketch goes like this: If A = {aq,...,a,}, we can associate each subset of X
and A with an n-digit binary expression b1bs ... b, (that is, a string of 0s and
1s) given by

b — 1 ifa,eX
o ifa ¢ X

(For example, ) is associated with 00...0, and A is associated with 11...1.)
There are 2" such expressions because there are two possible choices for the
first digit on the left and, for each of these possibilities, two choices for the
next digit to its right, and so on. Altogether, since there are n decisions in
all, there are 2" possible results.
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It is helpful to represent the decision process graphically by a figure called
a decision tree, which is pictured in 2.35.

(2.35)

Here the marked points are called vertices (singular: vertex), and the line
segments that connect two vertices are called edges. [There is also biological
terminology for all this: the edges in a tree are often called branches, and a
vertex at the end of exactly one branch (in the diagram, one of the far right
vertices) is called—you guessed it—a leaf.] Each vertex at which a branching
takes place (moving from left to right) represents a moment of decision, and
an edge emanating to the right from a vertex represents a possible choice at
that moment. In our pictured tree, we have labeled the edges to indicate the
corresponding choices. Thus a path from the first vertex on the left (called the
root of this tree) to the fifth vertex from the bottom on the far right of the tree
corresponds to the four-digit binary string 0100. There are exactly 16 = 2*
left-to-right paths, one for each possible four-digit binary string. Accordingly,
a set with four elements has 16 subsets. More generally, a tree associated with
the choice of an n-digit binary string will have 2" left-to-right paths, and a
set with n elements has 2" subsets.

Once we have accepted the concepts of the power set and the empty set, we
are forced to admit the existence of very large sets. To see this, watch what
happens upon repeatedly taking power sets:

P(0)=1{0y  P(P@©)) = {0,{0}}
P(P(P(0)) = {0,{0}, {{0}}, {0, {0}}}

P(P---(P(P(D))---)) has 2% } elements, with n twos in the tower.

—_———
n

2.36 Theorem. Let A and B be sets. Then
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ProoF. Suggestion: First review proof strategies for inclusions and equali-
ties; see especially 2.12-2.17. Also, as is always the case in proving theorems,
it is essential that we recall the meanings of the expressions we are handling;
that is, their definitions. All of the statements in the present theorem involve
the power set of a set, so we remind ourselves: If X is a set, the members of
P(X) are the subsets of X. For example, statement (b) is equivalent to this:
A is a subset of B if and only if every subset of A is also a subset of B.

(a) We must show that ) € P(A) and A € P(A); equivalently, ) C A and
A C A. But we already know this by 2.14.

(b) We first prove “==." So assume A C B, and let X € P(A). (Here think,
“And we want to show X € P(B), which is the same as showing X C B.”
Then remember the hypothesis!) Then X C A C B, and so X C B; that
is, X € P(B). We have therefore verified the implication

AC B= P(A) C P(B)
Conversely, assume P(A) C P(B). We have the implication chain

reA= {2z} CA= {z} € P(4)
—= {2} € P(B)= {¢z} CB=x € B,

which gives the result.

(c¢) Since A C AUB and B C AU B, by part (b) we know P(A) C P(AUB)
and P(B) C P(AU B). Now apply Theorem 2.27(a).

(d) Since AN B C A, we have P(AN B) C P(A) by part (b). Similarly,
P(AN B) C P(B), so Theorem 2.27(b) gives P(AN B) C P(A) N P(B).
Conversely, if X € P(A)NP(B) then X C Aand X C B,so X C AN B;
that is, X € P(ANB). Therefore P(A)NP(B) C P(AN B), and we have
proved the desired equality. [

2.37 ExaMPLE. Let A={1,2} and B = {2,3}. Then {1,2,3} € P(AUB),
while {1,2,3} ¢ P(A)U P(B). So the inclusion symbol in Theorem 2.36(c)
cannot be replaced by equality.
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Exercises

1. Let A=1{1,2,3,4} and B = {4,5,6}. Determine the following sets.
(a) P(ANB)
(b) P(B—A)
(c) P(A)N P(B)
[Suggestion: Do part (c) in two ways as follows. First find P(A) and P(B)
and determine their intersection; that’s one way. Then find A N B and

obtain P(A N B); that’s the other way. By Theorem 2.36(d), these results
are equal, but one approach involves considerably less work than the other.]

2. Determine each of the following sets.
(a) P({2})
(b) P(P({2}))
(c) P(P(P({2})))
3. Sam has one of each of the following: a penny, a nickel, a dime, a quarter, a
half-dollar, a dollar bill, and a two-dollar bill. He will definitely place a bet

on his next poker hand. How many possibilities are there for the amount
of his bet? Explain.

4. If each of the sets A and B contains an element not in the other, show that
P(AUB) D> P(A)U P(B). (A Venn diagram may help here and in some
other problems.)

5. Show that if A C B then P(A) C P(B).
6. (a) Show that if A and B are sets then ) ¢ P(A) — P(B).

(b) Deduce from part (a) that the difference of two power sets can never
be a power set.

(c) Prove that P(A— B) C (P(A) — P(B)) U {0}.
7. Under what conditions on sets A and B is it true that P(A — B) = P(A)?
State and prove a condition that is necessary and sufficient.

8. Let A be a set, and suppose x ¢ A. Describe P(AU {z}).

2.8 Ordered Pairs and Cartesian Products

There are many common procedures by which we pair, relate, or associate
members of one or more sets with each other. (1) With a person’s name
we can associate his or her street address, or telephone number, or mother’s
maiden name, and so on. (2) To a positive real number w we assign a monetary
amount p, the cost of postage required to send an item of weight w by first-
class mail. (3) A traveling salesman planning to visit twenty cities makes a list
that indicates the order in which he will visit the cities: the number n is paired
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with the nth city on his tour. (4) The formula y = 2® + e — sinz describes
a rule for pairing each real number x with a real number y. (5) Consider a
line of people waiting to transact business with a bank teller. The line is more
than a set of people: it has an ordering, which is an additional structure.
For example, if one person in line cuts in front of another, then the order
structure of the line has changed even though the same underlying set of
people is involved. The ordering of the line can be determined by knowing
who precedes whom for each two-person subset. For example, if we consider
Smith’s position relative to each other person’s and determine that Smith is
ahead of everyone except Jones, then we know that Jones is at the head of
the line, followed immediately by Smith.

The notion of an “ordered pair” is central in all of the above examples. For
instance, in example (4), if we start with = 0 we get y = 1, but if we start
with x = 1 we do not get y = 0. As is standard in analytic geometry, we
say that the ordered pair (0, 1) is associated with the given equation while the
ordered pair (1, 0) is not. Similarly, in example (5) we can associate an ordered
pair (a, b) with the bank line if a is ahead of b in the line. Thus (Jones, Smith)
is associated with the line, while (Smith, Jones) is not. But exactly what
do we mean by these ordered pairs of names? How can we impose an order
structure on an arbitrary two-element set? There is no difference in meaning
between “shoe and sock” and “sock and shoe,” while there is a distinction
between “first sock, then shoe” and “first shoe, then sock.” More generally,
since {a,b} = {b,a}, something more is needed if we want to indicate that
one element is to be viewed as preceding the other. Here is a start.

2.38 Quasi-definition. Let a and b be elements. The symbol (a,b) denotes
an ordered pair, with the following understanding: if (¢, d) is also an ordered
pair, then

(%) (a,b) = (c,d) <= a=cand b=d

What’s “quasi” about 2.387 A close look shows that 2.38 does not really
define an ordered pair. That is, it doesn’t really say what ordered pairs are; it
just says what essential property ordered pairs should have, however we may
choose to define them.

2.39 Definition. Let a and b be elements. Then define

(a,b) = {{a},{a, b}}

Here the elements a and b are called the first and second coordinates,
respectively.
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The following theorem and its corollary show that this definition of (a, b)
achieves what we want: it attends to the order in which the elements are
listed.

2.40 Theorem. (a,b) = (c,d) <= a = cand b=d.

PARTIAL PrOOF. “<=":ifa = cand b=d, then {a} = {c} and {a,b} =
{c,d}, and so {{a},{a,b}} = {{c},{c.d}}; that is, (a,b) = (c,d).

We leave the converse (“==") as a tedious but worthwhile exercise in
bracket shuffling. Suggestion: first consider the case a = b (when {{a},
{a,b}} = {{a}}), and then consider the case a #b. O

2.41 Corollary. (a,b) = (b,a) <= a =b.

Of course, statements 2.40 and 2.41 are well known in the context of ana-
lytic geometry, where a point is described by an ordered pair of real numbers
according to the point’s position with respect to the axes. But the definition
of ordered pair given in 2.39 frees the concept from geometrical constraints,
so that we can apply it in other contexts. Later we will extend the notion of
order to larger sets. This is important for a variety of purposes, including the
practical problems of sorting and arranging large sets of data.

2.42 EXAMPLES. (a) Suppose a group of numbered tennis players partic-
ipate in a tournament. Losing a match eliminates an individual from
contention. A record of the results can be given as a set S of ordered
pairs: define

S = {(m,n) | player m defeated player n}

Thus, (m,n) € S is an abbreviation for the statement “player m defeated
player n.” If no one withdraws midtournament, the winner is the unique
person whose number does not appear as the second coordinate of an
element of S. The number of matches played by an individual is the
number of elements of S in which his or her number appears as a first or
second coordinate; and the total number of matches in the tournament
is the number of elements of S. Question to ponder: Suppose N players
enter the tournament. (Here N is a positive integer but not necessarily a
power of 2.) How many matches will be played?

(b) Suppose a collection of numerical data is stored in a computer’s memory.
If the number m is stored in memory cell n, we make note of the ordered
pair (m,n); then the set

T = {(m,n) | m is stored at address n}
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is a complete record of what numbers are where. The fact that the pairs
are ordered is crucial if we are to avoid confusing a cell’s contents with its
address.

(Answer to the question in part (a): Each match has a loser, and each
loser loses only once. So the number of matches is equal to the number
of losers. But an N-player tournament has N — 1 losers, hence N — 1
matches.)

2.43 Definition. The Cartesian product of sets A and B is the set of
all ordered pairs with first coordinate in A and second coordinate in B. Sym-
bolically,

Ax B={(a,b)|a€ Aandbec B}

2.44 ExaMmPLEs. (a) Let A= {1,2} and B = {2,3}. Then

Ax B=1{(1,2),(1,3),(2,2),(2,3)}

and

BxA=1{(21),(22),(3,1),(32)}

So here A x B # B x A.

The Cartesian product R xR is the set of all ordered pairs of real numbers.
In analytic geometry, we view an ordered pair (a,b) € RxR as the name of
a point in the coordinatized xy-plane. Accordingly, in practice we speak
of “the plane R x R” and forget the formal definition of ordered pair.
(This sort of thinking is familiar: we look at a family photograph album
and exclaim “There’s Shirley!” and not “There’s a picture of the woman
named Shirley!”)

A closed interval in R is a set of the form
[a,b) ={z €R |a <z <Db}

In particular,

0,1]={zeR|0<x <1}

Then [0,1] x [0,1] = {(z,y) | z,y € [0,1]} is the unit square in R x R,
pictured as follows.
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0,1) 1,1)

(0,0) (1,0)

(d) In R xR, consider the circle C with radius 1 centered at the origin. (This
is the unit circle.) Then

Ci xR={((z,9),2) | z,y,z € R and xQ—{—yQ:l}

We associate a typical element ((x,y), z) of C; x R with the point (z,y, 2)
in coordinatized three-dimensional space. Once we do this we can inter-
pret (' x R as the circular cylinder of infinite length whose axis is the
z-axis and whose radius is 1.

2.45 Theorem. Let A, B, and C' be sets. Then the following statements
hold.

()(AUB)XC (AxCYU (B x ()
(b) (ANB) xC=(AxC)N(BxC)
(c) (A— )><C’ (AxC)—(BxC(C)
(d) If A and B are nonempty sets then

AXB=Bx A<= A=21HB

(e) If Ay € P(A) and By € P(B), then A; x B; € P(A x B).
(f) If A and B each have at least two elements, then not every element of
P(A x B) has the form A; x By for some A; € P(A) and B; € P(B).

(g) Dx A=0

PROOF (Partial Proof). First some general observations. To prove that a
Cartesian product R x S is a subset of a given set T', the definition of set
inclusion requires that the proof have the form

WERXS— ---—=weT

That is, the proof must start with “Let w € R x S” and conclude with “then
w € T.” But we have the equivalence

wERXS < w=(r,s) forsomer € Rand s €S
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Accordingly, such proofs usually start with something like
“(r,s) € Rx S =" or “Let (r,s) € R x §”

with the understanding that » € R and s € S. Then “(r,s) € 77 will be the
desired conclusion.

As we know from Theorem 2.17, to prove that sets X and Y are equal,
we can first prove that X C Y and then prove Y C X; that is, we prove
the conditional statements a € X = a € Y anda € Y = a € X. But
we may be able to prove inclusion in both directions at once in the form
a € X <= a € Y. This bidirectional approach is always worth trying,
because if it is successful (which will not always be the case) it may involve
less writing. This will be our approach in the proof of part (a) here.

(a) (x,y) e (AUB)xC <= (x€Aorxz e B)andy e C

reAandy e C)or
r € Band y € C)

= (
(
< (r,y) e AxCor (z,y) € BxC
— (r,y) € (Ax C)U (B x ()

The conclusion now follows from the definition of set equality. [Here
the transition from the first line of the proof to the second line is via a
distributive law from Chapter 1. See 1.34.]

(b) This part is left as an exercise.

(c) Exercise.
(d) First assume A = B. Then

(r,y) eAxB<=axcAandyecB
< zreBandyec A (here we use A = B)
< (r,y) e Bx A

Therefore A x B = B x A, as desired. Conversely, suppose that A x B =
B x A; let’s give an indirect proof of the statement A = B. If A # B then
one of the sets A, B contains an element not in the other; say, a € A — B.
Pick any b € B. (There is such an element b because B is nonempty by
hypothesis.) Then (a,b) € A x B, and so (a,b) € B x A (since we have
assumed A X B = B x A). Hence a € B, contradicting the way in which
a was chosen. Thus the statement A # B must be false.

(e) First note that the definition of the power set notation P( ) allows us
to restate the proposition to be proved as follows:

AlgAandBlgBﬁA1XB1gAXB
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With this in mind, assume A; C A and B; C B. Then

(x,y) € Ay x B =2 € A and y € By
—recAandyeB (from the hypothesis)
= (z,y) € AX B

Therefore Ay x By C A x B, as claimed.

(f) Exercise.

(g) Exercise. O

Exercises

1.

Let T' be the collection of telephone lines for incoming calls at the Hotel
Acme switchboard, and let R be the set of rooms in the hotel. Assume
that each room has exactly one telephone.

(a) Show that T'x R can be interpreted as the set of all possible connections
of incoming calls with room telephones.

(b) Suppose four conversations are in progress. To what kind of subset of
T x R does that correspond?

Show that if S is any set, then
{1,2} x S= ({1} x S)U ({2} x 9)

Prove: Ax B=0<= A=0or B =10.

Describe the following subsets of R x R (viewed as the zy-plane) in words
and pictures.

(a) [_2’ 1] X [375]

A and B of {1,2,3} such that A x B = 5.

(b) Which of the following pictures represent(s) a set that has the form
A x B for some A, B C R?
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point

(1) (i) (1ii) (iv) (v)
6. For elements ay, as, as, define the ordered triple (ay, as,as) by

(a1, az,a3) = ((a1, a2), as)

(a) Use the given definition to prove that if (a1, as,as) = (b1, bs, b3) then
a; = b; for all 7.

(b) Give a definition for the ordered quadruple (ay,asq,as,ays) so that if
(a1, a9, a3, ay) = (b1, by, b3, by) then a; = b; for all i. (Prove that your
definition does the job.)

7. Prove assertions (b), (c), (f), and (g) of Theorem 2.45.
8. Prove the implication “=" in Theorem 2.40.
9. Prove the equality (U;esA;) x S = Uier(A4; x 9).

2.9 Set Decomposition: Partitions and Relations

Zoologists study mammals, birds, reptiles, insects, and so on. Physiologists
are concerned with body types: mesomorph, ectomorph, and endomorph.
Mathematicians speak of even and odd integers; of rational and irrational
numbers; of numbers that are positive, negative, or zero; and so on. People
tend to classify and, indeed, need to classify: it helps us to sort out the
universe. Our main goal in this section is to provide a mathematical framework
for the notion of classification.

We begin with the concept of partitioning a set, which, according to stan-
dard English usage, means to break it into nonoverlapping pieces. (After
World War II, Germany was partitioned into eastern and western regions. The
office was partitioned in order to reduce the interaction among staff members.)
Before giving a precise definition, here is a useful example.

2.46 ExaMPLE. Consider a three-piece jigsaw puzzle. How many different
states of assembly are there? (Call two puzzle states different if one of them
has two pieces interlocked that are not interlocked in the other.) The answer
is five, and here is a pictorial justification:
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S R P

Now represent each cluster of interlocked pieces by the set containing the
corresponding numbers. Then each of the pictures is represented by a family
of such sets, as follows (here the Greek letter II stands for partition):

Iy = {{1,2,3}}
5 = {{1,2}.{3}}
e = {{2,3}, {1} }
Ip = {{1,3},{2}}
Mg = {{1}, {2}, {3}}
Each of these is a family of nonempty sets whose union is the set {1, 2,3}, and

no two sets in the same family share any elements. We say that each of Il
through Ilg is a partition of the set {1,2,3}.

The preceding example leads us to the following definition.

2.47 Definition. Let S be a nonempty set. A partition II of S is family
IT = {A; }ier of nonempty subsets of S satisfying these conditions:

U A, =5 (every member of S belongs to some A;)
icl

ANA =0 ifi#j (different pieces don’t overlap)

The A; are called the blocks of the partition.

2.48 ExaMpPLES. (a) Theset S ={1,2,3,4} has

{{1,2,3,4}}
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as its only one-block partition (that is, the only partition that has just
one block.) It has 7 two-block partitions:

{284 {2h{sgr {81 {1L24]
[{4},{1,2,3}} g{1,2},{3,4}%
{{1.3}.{2.4}} {1,4},{2,3}

It has 6 three-block partitions (Exercise: list them), and its only partition

into four blocks is
{13, {2}, {3}, {4}}

A jigsaw puzzle has two extreme states: full assembly and total disassem-
bly. Similarly, a nonempty set S has two extreme partitions: the partition
{S} with only one block, and the partition into one-element blocks:

{{z} [z € 5}

To work effectively with a large set S, we may need to partition S into
smaller blocks that can be treated separately. For instance, if S is a
set of real numbers, and our calculations require that we treat numbers
differently according to sign, we use the partition IT = {A;, A, A3}, where

Ay ={x eS|z >0} Ay={x eS|z <0} Az = {0}

Caution: This is a bona fide partition only if S contains positive numbers,
negative numbers, and zero, because a partition’s blocks are required to
be nonempty.

Let E be the standard zy-plane, and consider the families {L;}icr,
{H,}rer, {Cr}r>0, and { D, },>¢ discussed in Examples 2.28 and 2.29; call
them Fi, F5, F3, and Fy, respectively. The family F} is a partition of £}
for, the fact that every point is on some vertical line yields UL; = E, and
two different vertical lines are parallel and therefore don’t intersect. But
F, is not a partition of F, because distinct half-planes intersect. (Indeed,
H.NHy; = Hy if s > r.) It is left to the reader to verify that F3 is a
partition of £ and F} is not.

We usually decide to partition a set during the course of a procedure when

there seems to be no unified method for handling all its elements simultane-
ously. A useful strategy is to construct a partition such that all the elements
in a given block share a common feature that allows a unified treatment.

2.49 ExaMPLES. (a) The oddness or evenness of an integer is called its

parity. The relation of “having the same parity” leads to a partition of
7 into two blocks: the set of odd integers and the set of even integers.
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(b) Let S be the set of points in the xy-plane that lie on neither axis. That
is,

S={(z,y) e RxR[zy # 0}

For points P = (p1,p2) and @ = (q1,¢2) in S, we say that P and @) “are
in the same quadrant” if p;g; > 0 and pago > 0. This partitions S into
the usual four quadrants of analytic geometry. If we take as a fifth set the

union of the z-axis and y-axis, we achieve a partition of R x R into five
blocks:

II I
r?~—/v
111 v

From these examples we see that the consideration of partitions leads us
to study relations among elements in a set. But what exactly do we mean
by a “relation”? Our objective now is to make this notion precise, to build
a vocabulary for discussing the properties of relations, and to examine the
interaction between relations and partitions.

Imagine that you are trying to teach the meaning of the words “larger” and
“redder” to a child who has not yet learned “large” and “red.” You have two
apples, A; and A,, to use as teaching materials. You notice that A; is larger
than As, and you point this out to illustrate “larger.” Then, when the child
seems to understand, you move on to explain “redder” by pointing out that
Ay is redder than A;. The result: the child comes to believe that “larger”
and “redder” are synonyms. In fact, as long as the child works only with the
set S = {A, Ay} there is no harm in this belief, since the relations “is larger
than” and “is redder than” on S both apply only to the ordered pair (A, As).
Of course, to do a more effective teaching job you need a third apple, A3. For
instance, if As is larger than A; but between A; and As in redness, then you
can distinguish between “larger” and “redder” by pointing out that on the set
{A;, Ay, A3}, the relation “is larger than” is associated with the set of ordered
pairs

{(Ala A2)’ (A3a Al)ﬂ (A?n AQ)}

while “is redder than” corresponds to the set of ordered pairs

{(A1, Az), (A1, A3), (A3, Ag) }
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(Of course, if you are working with a standard child you will need to use less
formal terminology.) After this the child may still not have a clear under-
standing of the relations being defined (for that, he will need to work with
sets with many more elements), but at least he will know that they are not
synonyms. To sum up: the only way to distinguish between two relations on
a given set is to know an ordered pair that belongs to one of the relations but
not to the other. Now we can give a precise definition.

2.50 Definition. A relation R on a set S is a collection of ordered pairs
of elements of S; that is, a subset R C S x S. The assertion (x,y) € R is
usually abbreviated xRy, and we say z is related to y by R. If (z,y) ¢ R
we write zRy.

2.51 ExaMPLES. (a) Let S be the set of all people and all dogs. Define a
relation R on S by

pRd <= (p is a person, d is a dog, and p owns d)

Thus the relation of dog ownership is realized as a set of ordered pairs.

(b) For any set S, the relation S x S is called the universal relation on
S, and the empty set () is called the empty relation in this context.
Neither is of serious interest. On the one hand, if everything is related
to everything, then being related is no mark of distinction; on the other
hand, if no two elements are related, why waste our time?

(¢) The symbol “<” denotes a well-known relation on the set R of real num-
bers. In the formal sense of Definition 2.50, < is a set of ordered pairs
of real numbers, and the statement a < b abbreviates the more cumber-
some expression (a,b) € <. Since it is our custom to picture R x R as
the coordinatized zy-plane, we have the following formal portrait of the
relation < as a set of ordered pairs, where the dashed diagonal line is not
included:

Here 7/

Similar considerations hold for the relation “>” on R.
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(d) Let L be the set of all living people. Define relations P and C' on L as
follows:

P = {(z,y) | « is a parent of y}
C ={(y,x) | y is a child of z}

Here x Py <= yC'z, and we say that each of P and (' is the inverse of
the other, written P = C~! and C' = P~!. Similarly, on the set R of real
numbers, the relation < is the inverse of the relation >.

Sometimes if we know that certain elements are paired in a given relation,
that tells us something about other pairings. For example in R, if x < y and
y < z then # < 2. The following definition gives names for three especially
important properties of some relations.

2.52 Definition. Let R be a relation on the set S. Then R is reflexive
if xRx for all x € S. The relation R is symmetric if for all z, y € S, the
conditional statement

rRy = yRx

is true. Finally, R is transitive if for all z,y, z € S, the implication
(xRy and yRz) = xRz

1s true.

2.53 ExaMPLES. (a) Let P be the set of all people who have ever lived.
Let A be the relation “is an ancestor of” (that is, x Ay <= x is an ancestor
of y) and let F' be the relation “is a first cousin of.” Then A is transitive
but not reflexive or symmetric; and F' is symmetric but not reflexive or
transitive.

(b) (From a familiar children’s game) Let
S = {rock, scissors, paper}
Define a relation B (read “beats”) on S by
B = {(rock, scissors), (scissors, paper), (paper, rock)}

In words: rock beats scissors, scissors beats paper, etc. The relation B
is neither reflexive, symmetric, nor transitive. Incidentally, a similar phe-
nomenon occurs in the ranking of professional tennis players. For instance,
from the facts that Jones usually defeats Smith and Smith usually defeats
Doe, we cannot conclude that Jones usually defeats Doe.
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(c) Let S ={1,2,3} and consider the following relations on S:

Ry = {(L 1)7 (2a2)’ (3a 3)7 (1’2)’ (2a3)}
Ry = {(LQ)’ (2’3)’ (1’3)}
R3 = {(172)7<271)}

Then R; is reflexive, not symmetric (since 1R;2 and 2/, 1), and not tran-
sitive (since 1R;2 and 2R3, but 1%;3). We claim that R, is transitive,
but neither reflexive (1/2,1) nor symmetric (1R2 but 2 /Ry1). To verify
transitivity of Ry, we must show that for every z, y, z € S, the following
implication is true:

(xRoy and yRez) = xRyz

Recall from Chapter 1 that an implication is true unless its hypothesis is
true and its conclusion is false. But the implication’s hypothesis is true
only when z =1, y = 2, z = 3, and in that case xRsz is also true. Thus
Ry is transitive, as claimed. Finally, R3 is symmetric but not reflexive,
since 151, and not transitive, because the conditional statement

1R32 and 2R3l — 1Rs1

is false.

2.54 Exercise. Let S ={1,2,3}. For each pair of properties from the set
{reflexive, symmetric, transitive}

write down a nonempty relation on S that satisfies both properties in that
pair but not the other property.

2.55 Definition. A relation is an equivalence relation if it is reflexive,
symmetric, and transitive. If ~ is an equivalence relation and z ~ y, we say
x and y are equivalent with respect to ~.

2.56 ExaMPLES. (a) Let Z be the set of all animals in a particular zoo,
and define © ~ y to mean that x and y are of the same species. The
relation ~ is reflexive because each animal is of the same species as itself.
It is symmetric because if z and y are of the same species (thus x ~ y) then
so are y and z (thus y ~ z). Finally, if  and y are of the same species,
and y and z are, too, then so are x and z, and this verifies transitivity.
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On the set S = {1,2,3,4}, the relation

R={(1,2),(2,1),(1,1),(2,2)}

is symmetric and transitive (check this); but it is not reflexive since, for
example, 3/#3. We can fortify this relation with reflexivity by adjoining
more pairs: the larger relation

Ry =RU{(3,3),(4,4)}

is reflexive. The relation R; inherits the symmetric and transitive prop-
erties of R, and R; is therefore an equivalence relation. Observe that R,
was obtained by supplementing R with exactly what was essential (no
more, no less) in order to get a reflexive relation containing R. We call
R; the reflexive closure of R.

Let S be the set of partially exposed stones in a stream that you wish to
cross. For x, y € S, define z ~ y to mean that you can step directly from
x to y without getting wet. Then ~ is reflexive (once you're on a stone,
you can hop on it) and symmetric, but not generally transitive: if you
can step directly from x to y and from y to z, it does not generally follow
that you can step directly from z to z. (Under what rock-and-stream
conditions will ~ be transitive?)

Let S and ~ be as in part (¢). For z, y € S, define z ~ y to mean
that you can step from x to y by a sequence of dry steps on members
of S. Formally, x ~ y means that there is a collection xy,xs,...,x, of
elements of S, with z = z; and y = x,, such that z; ~ x;,; for each ¢
satisfying 1 < ¢ < mn —1. The new relation & is transitive, since if you get
from x to y by stepping on members of S and then from y to z likewise,
you have traveled from x to z by stepping on members of S. Like ~,
the relation ~ is reflexive and symmetric; therefore ~ is an equivalence
relation. Notice that the relation ~ has been obtained by supplementing
v with precisely those pairs needed to acquire transitivity. Accordingly,
~ is the transitive closure of ~.

On the set 1" of all triangles in a given plane, the relations of congruence
and similarity are both equivalence relations.

2.57 Definition. If ~ is an equivalence relation on a set S, the set of
all elements of S that are related (with respect to ~) to a given element x
constitute the equivalence class of x, denoted [z]. Thus

2] ={s€S|s~uz}
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For instance, in Example 2.56(a), if the zoo contains an elephant e, then the
equivalence class [e] is the set of all elephants in Z. In 2.56(b), the equivalence
relation R; has the following equivalence classes:

A =02]=A{12} [B]={3y [{={4}
In part (e), if A is a triangle in the given plane, then, with respect to similarity,
the equivalence class [A] consists of all the triangles in the plane that are
similar to A.

In each equivalence relation that we have discussed, notice that equiva-
lence classes that are not equal have empty intersection. For instance, in
Example 2.56(a) there is an equivalence class [e] consisting of elephants and
(probably) an equivalence class [t] of tigers, and clearly [e] N [t] = (). In part
(b), for relation R we have

[ANBl={1,2}n{3} =0

The following result generalizes the preceding observation.

2.58 Lemma. If ~ is an equivalence relation and [z] # [y], then

[z] N[y =0
Proor. We will prove the contrapositive. That is, assume [z]N[y] # 0, and
we will show that [z] = [y]. First we prove the inclusion [z] C [y]. Let s € [z].

Because [z] N [y] # 0, there is an element z € [x] N [y]. Thus z ~ z and z ~ y
and so
S~~~z A~

By the transitive property of ~, it follows that s ~ y. (In greater detail:
the statements s ~ z and x ~ z gives s ~ z, by transitivity; this, combined
with z ~ y, gives s ~ y, again by transitivity.) Therefore s € [y], and we
have shown the inclusion [x] C [y]. The converse inclusion [z] D [y] is shown
similarly, and it follows that [z] = [y], as desired. O

The equivalence relation “is of the same species” defined on a zoo Z [recall
Example 2.56(a)] leads us to picture Z something like this:

H| elephants

amoebae
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Here we no longer think of Z as an unstructured assortment of animals; in-
stead, the equivalence relation has enabled us to classify the members of Z
and to cluster together all the animals of the same species. The resulting
family of one-species sets (that is, the collection of “pieces” in the picture)
constitutes a partition of Z. Similarly, the relation R; in Example 2.56(b)
yields the decomposed set

% and not just

The procedure for partitioning sets via equivalence relations is made explicit
in the following theorem.

2.59 Theorem. Let ~ be an equivalence relation on a nonempty set S,
and let II be the family of equivalence classes determined by ~. Then II is a
partition of S. (We call II the partition induced by ~.)

PrROOF SKETCH. Begin by writing IT as an indexed set: 1T = {C;};c;. By
Lemma 2.58 we know that C; N C; = () whenever ¢ # j. To prove that II is
a partition it remains to check UC; = S. Since each Cj is a subset of S, so is
UC;. (Verify this.) Conversely, if s € S then s belongs to some C;, namely,
to [s] (since s ~ s by reflexivity). Hence s € UC}, so S C UC;, and therefore
S=uC;. O

Here is another way to design a visual representation for an equivalence
relation ~ on a set S of n elements. Draw a point (or vertex) corresponding
to each member of 5, and connect two vertices with an arc or line segment (or
edge) if the corresponding members of S are related by ~. For the sake of
visual economy, it is customary not to draw an arc from each vertex to itself,
since reflexivity is understood. The resulting collection of vertices and edges
is called the graph of the equivalence relation ~.

2.60 ExaMPLE. The equivalence relation

~ = {(17 ]')7 (27 2)7 (373)7 (474)7 (57 5)7 (67 6)7 (17 5)7 (57 1)7 (27 4)7
(47 2)7 (27 6)7 (67 2)7 (47 6)7 (67 4)}

on the set S ={1,2,3,4,5,6} is represented by the graph
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Each cluster of connected vertices represents an equivalence class, so the as-
sociated partition of S into equivalence classes is

{{1.5}.{3},{2,4,6}}

Notice how the graph and the partition display the essence of ~ with an
immediacy lacking in the original list of ordered pairs.

We have seen how an equivalence relation on a nonempty set S induces a
partition of S into equivalence classes. Conversely, a partition of S can be
used to define an equivalence relation. The next example is a model for this
procedure, which is formalized in the subsequent theorem.

2.61 ExaMPLE. The principal of Portsmouth Junior High School assigns
entering seventh-grade students to one of five homerooms by putting each
student’s name on a card, shuffling the deck, and dealing the deck into five
piles. Once the assignments have been made, an equivalence relation emerges:
students x and y are said to be related if they have the same homeroom.

2.62 Theorem. Let II be a partition of the set S. Forz, y € S, define x ~ y
to mean that x and y belong to the same block of the partition II. Then ~ is
an equivalence relation on S. (This is called the equivalence relation induced
by the given partition.)

Proor. Let Il = {A4;};c;. Since II is a partition, we know (by Defini-
tion 2.47) that A; N A; = () when i # j, and also that UA; = S. We must
prove that the relation ~ is reflexive, symmetric, and transitive.

If € S then x € A; for some i (since S = UA;), and so by definition of ~
we have x ~ x, proving reflexivity. For symmetry, if © ~ y then

{y,z} ={x,y} CA; forsomeiel

and so y ~ x. Finally, transitivity: if x ~ y and y ~ z then {z,y} C A;
and {y,z} C A; for some 4, j € I. But then y € A; N A;, and therefore we
must have ¢ = j, since if ¢ # j the blocks A; and A; would be disjoint. Thus
{z,z} C Aj; thatis, x ~ 2. O
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2.63 ExaMPLES. Let’s review Examples 2.49 from the perspective of The-
orem 2.62.

(a) The set Z of integers has a familiar partition into two blocks: Z = AU B,
with A the set of even integers and B the set of odd integers. The induced
equivalence relation x ~ y means that x and y are both even or both odd.
(Another way to say it: x ~ y if and only if x — y is even.)

(b) Let S be the set of all points in the zy-plane that lie on neither axis.
If p1, po € S, define p; ~ py to mean that p; and ps lie in the same
quadrant. Then ~ is an equivalence relation, since the four quadrants
clearly partition S.

Exercises

1. Give three different partitions of each of the following sets. Do not use
the trivial partition that has only one block. (Caution: Do not confuse
the words “partition” and “block.”)

(a) The set R of real numbers
(b) The set of all people
(c¢) The set Z of integers

2. List all the partitions of the set {1,2,3,4,5} that have no one-element
blocks.

3. Label each of the following statements true or false.
(a) {{1,2},{3,5}} is a partition of {1,2,3,4,5}.
(b) {{1,2},0} is a partition of {1,2}.
(c) {{1,2,3,4},{—1}} is a partition of {—1,1,2,3,4}.
(d) {{1,2},{4,1},{3}} is a partition of {1,2,3,4}.

4. Prove that if S is a set and A is a nonempty proper subset of S, then
II ={A,S — A} is a partition of S.

5. It II; = {A;}ier and Iy = {B,};es are both partitions of S, we say II; is
finer than II, if every A; is contained in some B;. Formally:

(Vi)(37)(Ai € B;).

Intuitively, the blocks in II; are pieces of the blocks in Il;. Think of a

finer grind of coffee bean. For example, if S = {1,2,3,4,5}, the partition

I, = {{1,2},{5},{3,4}} is finer than II, = {{1,2,5},{3,4}}.

(a) Give four different partitions IIy, Iy, 115,11y, of the set
{1,2,3,4,5,6}, with 1I; finer than II;; for i =1,2,3.

(b) Do the same for the set N of natural numbers.
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(c) Prove that every set S has a finest partition II. That is, II has the
property that if II' is any partition of S, then II is finer than II'.
(Suggestion: First do part (¢) when S = {1,2,3}. Think of the
smallest “pieces” into which S can be decomposed. Then do the
exercise without restricting S.)

Let S = {1,2,3}. In each case give an example of a relation R on S that

has the stated properties.

(a) R is not symmetric, not reflexive, and not transitive.

(b) R is transitive and reflexive, but not symmetric.

Let R be a relation on a set S. It can be shown that a unique relation R,
exists on S with these properties:

(a) Ri1 O R

(b) Ry is reflexive

(c) No proper subset of R; that contains R is reflexive.

The relation R; is called the reflexive closure of R. Now let S =
{1,2,3,4}, and define

R = {<17 2)7 (17 3)7 (27 3)7 (174)7 (47 1)}

Determine the reflexive closure of R.

Repeat Exercise 7 with the word “reflexive” replaced by the word “sym-
metric” throughout.

Repeat Exercise 7 with the word “reflexive” replaced by the word “tran-
sitive” throughout.

Let C be a set of n cities. For cities, x, y € C, define xRy to mean that
there is a direct road from z to y that passes through no other cities along
the way.

(a) Must R be symmetric? Illustrate any negative answer with a diagram,
representing cities by vertices and roads by directed (with arrowheads)
arcs or line segments between the cities.

(b) What road construction would have to be undertaken so that the
resulting network of roads corresponds to the transitive closure of
R? Otherwise put, what’s the smallest amount of road construction
that must be undertaken in order for the associated road-connection
relation to be transitive?

We have seen (Example 2.60) how to represent an equivalence relation
graphically. More generally, if R is any relation on an n-element set S,
then R can be represented as follows. Start with a collection of n points
in a plane, and label each point with the name of a different element of
S; these points are the vertices of the graph. Consider each ordered pair
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of vertices, and connect vertices p and ¢ with a directed edge from p to ¢
if the ordered pair (p, q) belongs to R.

-

p q

After all such edges have been drawn, the resulting configuration is called

a directed graph associated with R, and we will denote such a graph by

G(R).

(a) Draw a directed graph for each relation in Example 2.53(c) and Ex-
ample 2.56(b).

For each of the following, describe a property of G(R) associated with the

given condition on R.

(b) R is symmetric.

(¢) R is reflexive.

(d) R is transitive.

Let R and G(R) be as in Exercise 11. Describe how to use G(R) to obtain
a directed graph for each of the following:

(a) the symmetric closure of R;
(b) the reflexive closure of R;

(c) the transitive closure of R;
(d) the inverse relation of R~

Suppose R is a relation on the set S = {s1, s9,...,8,}. Denote the tran-
sitive closure of R by R. Describe an algorithm (that is, an organized
procedure) for determining all the elements y € S that satisfy the con-
dition slf%y. Your algorithm should involve repeated scanning of S to
collect more elements that qualify. [Suggestion: For a start, notice that
every element y that satisfies s; Ry also satisfies sllfiy. This gives an initial
batch of elements. Then work with each of these elements in the same way
that you worked with s;, and repeat as often as necessary. Clarifying “in
the same way” and “as often as necessary” is the essence of the problem.
(Incidentally, the algorithm suggested here is called breadth-first search.)]

Let R be a relation on the set S. Show that if R is an equivalence relation
then so is the inverse relation R~

A relation R is antisymmetric if 2Ry and yRx together imply that
x =y. A relation R on S is a partial ordering (or simply an ordering)
if R is reflexive, antisymmetric, and transitive. For example, the relation
“<” on R is an ordering. Show that each of the following is an ordering.

(a) The inclusion relation “C” on the power set of a given set A.
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(b) The divisibility relation on N, defined as follows: if a, b € N, define
a | b (pronounced “a divides b”) to mean that b = ac for some integer
c.

An ordering R on a set S (see Exercise 15) is a linear ordering (or total

ordering) if every two elements of S are comparable; that is, for each

a,b € S either aRb or bRa.

(a) Show that neither ordering in Exercise 15 is a total ordering. (Here
assume that A has at least two elements.)

(b) Let W be the set of English words. To use a dictionary one must
know the alphabetical (or lexicographic) ordering of W, which we will
denote here by L. Define L precisely. (That is, carefully state the
conditions under which one word precedes another in the dictionary.)

Let ~ be an equivalence relation on the set {1,2,3}.

(a) Suppose ~ has exactly three ordered pairs. List them explicitly.

(b) Is it possible that ~ has exactly four ordered pairs? Explain.

(¢) What is the maximum possible number of ordered pairs in ~7 When
~ is chosen with this maximum number of ordered pairs, what is the
corresponding partition into equivalence classes?

Let S be a nonempty set. Verify that the empty relation ) is a symmetric

and transitive relation on S, but not a reflexive relation.

Let A and B be sets. Many books define a relation R from A to B to be a

subset R C A x B. Show that such an R is a relation on AU B according

to Definition 2.50.

For each of the following, determine whether the given relation is or is not

an equivalence relation. Then, if it s an equivalence relation, describe

the partition it induces.

(a) On the set H of human beings, define x ~ y <= = and y weigh
within one pound of each other.

(b) On the set C of all solid-color cars, define x ~ y <= z and y have
the same color.

(c) On the set N of positive integers, consider the divisibility relation
defined in Exercise 15(b).

(d) On the set R of real numbers, define z ~ y <= 2% = y°.
(e) On the set R of real numbers, define x ~ y <= zy < 0.

(f) On the plane R x R, define P ~ @ to mean that P and ) have the
same y-coordinate.

Do Exercise 2.54.

Write out the definitions of the equivalence relations induced by the par-
titions {L; }ier and {C, },>o discussed in Examples 2.28 and 2.29.
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2.10 Mathematical Induction and Recursion

Mathematical induction is a powerful proof strategy that enables us to prove
that every integer greater than or equal to some given integer ny has a certain
property. Now, if we can prove that every integer n > ng has property P,
then in effect we have proved infinitely many theorems: P(ng), P(ng + 1),
P(ng + 3),.... (Here we use P(n) to denote the statement, “The integer n
has property P.”) The miracle of mathematical induction is that it enables
us to carry out such a task in only a finite number of steps. Induction is
closely linked to the notion of recursion, which is a structural framework for
the definitions of many complex mathematical structures. (Recursion is also
at the heart of many procedures in computer programming.) We begin with
two intuitive examples that give the flavor of the inductive process.

2.64 ExaMPLES. (a) Imagine that you are swimming across a crocodile-
infested lake, and your strength is fading. Suddenly a rescue helicopter
arrives and drops down one end of a rope ladder. To be rescued, here
is what you must do: (1) You must somehow grab the bottom step of
the ladder; and (2) you must be able to get from each step to the next.
The second statement needs amplification. Some steps may be slippery or
otherwise special, and for your plan to be complete it must accommodate
all of these difficulties. For example, getting from the first step to the
second may require different strategy from the problem of getting from
the eighth step to the ninth. Your plan must either handle individual
differences separately or (better) be general enough to treat all cases with
one set of instructions. However you do it, once you are assured that you
can grab the bottom step and, having done that, that you can always get
from where you are to the next level, then you know you will be rescued.

(2.65)

Mathematical induction



98 =« CHAPTER 2 SETS

(b) Imagine a massive line of people, beginning in front of you and extending
out over the horizon, with everyone’s feet embedded in cement. You
believe that everyone in the line will soon catch a particular disease, and
here is the outline of your proof to government officials. (1) You conduct
a test showing that the first person in line has the disease. (2) You prove
that the disease is contagious, which means that when one person catches
the disease the next person will also catch it. In the manner of part (a),
your proof of contagion must accommodate any special characteristics of
the individuals in the line.

The principle of mathematical induction is just a formalization of the pre-
ceding examples. We will show that it can be deduced from the following
intuitively reasonable statement, called the well-ordering principle for N:

Every nonempty set of natural numbers has a least element.
This principle was probably well known during the Stone Age in this form:

If everyone has a rock collection,
then someone has a smallest collection.

In what follows, we will often continue the convention of using P(n) for the
statement, “The number n has property P.”

2.66 Principle of Mathematical Induction.
Let ng be a non-negative integer. Suppose P is a property such that

(a) P(ng) is true. (That is, ny has property P.)
(b) For every integer k > ng, the following conditional statement is true:

If P(n) is true for every n satisfying no < n < k, then P(k + 1) is true.
Then P(n) is true for every integer n > ny.

Proor. We argue by contradiction.

Suppose to the contrary that there is some integer m > nq for which P(m)
is false. By assumption (a) we have m = ng+t for some ¢t > 1. Assume ¢ is the
smallest natural number for which P(ng + t) is false. (Such a ¢ exists, by the
well-ordering principle.) Then every integer n satisfying ng < n < ng+ (t —1)
has property P. But then from assumption (b) the statement P(ng+ t) must
be true—that is, P(m) is true—and we have our contradiction. O

Let’s interpret the induction principle in terms of the ladder metaphor that
opened this section, except here let’s imagine the ladder as having infinitely
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many steps. View ng as the bottom step of the ladder, and the truth of P(ny)
(condition (a)) as the statement that we can get on that step. Then condition
(b) means that whenever we have been able to get from step ny up each
intermediate step to some higher step—the kth step—then we will always be
able to get to the next step: step £+ 1. The conclusion is that we will be able
to get successfully to every step of the ladder.

Thus to prove that every integer n > ng has a certain property, it’s enough
to show that (a) ng has the property, and then to show that (b) whenever every
integer from ng up through some integer k > ng has the property then k + 1
must also have the property.

The act of verifying P(ny) is the basis step of the induction proof, and ver-
ifying statement (b) is the induction step. The hypothesis of the conditional
statement in part (b) is called the induction hypothesis.

A technique very often used in proving the induction step is to express
one or more parts of statement P(k + 1) in terms of expressions involved
in P(k); then we can use the information supplied by the assumed truth of
P(k) to deduce the truth of P(k + 1). Incidentally, a proof by induction of a
statement of the form “P(n) is true for every n > ny” is called a proof “by
induction on n.”

2.67 ExaMPLE. We claim that for every n € N|

n(n+1)
2

This proposition is suggested by the following observation:

142+ +n=

1424344100 = (1 4+ 100) + (2 + 99) + (3 + 98)
—_——— e N —

101 101 101

+ o+ (50 + 51)

——

101

1
:50-101:%-101

More generally, if n is any even natural number, it is easy to believe the
equation

(1) 1424+---+n=1+n+2+n-1)+3+n—-2)+---
N——  \ -~ 2N -— v
n+1 n+1 n+1

a sum of n/2 terms each equal to n + 1; hence the claim. A similar argument
can be made if n is odd. (Try this.) Geometrically inclined individuals may
be more convinced by a picture:
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n+41

The sum 14 2+ --- + n is half of the rectangle’s area. (Just count the white
squares.)

Each of these arguments provides some insight, but each has a weak mo-
ment. The dots at the right end of (x) are unsatisfying. Also, the picture
actually shows an 8 x 9 rectangle, and perhaps we have been seduced by a
special property of 8 x 9 rectangles that doesn’t carry over to n x (n + 1)
rectangles for all n. Now let’s actually prove the result using mathematical
induction.

DETAILED PROOF WITH SUBCONSCIOUS REMARKS. Here the basis
step is the verification of P(1), namely the statement 1 =1-(1+ 1)/2, which
is clearly true. Now assume the induction hypothesis P(k); that is, assume
the statement is true in the case n = k:

14+24 - +k=k(k+1)/2.

(We have already shown that k£ = 1 is such a number, but now we'’re assuming
that k is an unspecified positive integer that has property P. Perhaps k =1,
perhaps k£ = 3592; we make no assumption about its exact value. All we
assume is that k is some positive integer with property P.)

We must deduce that P(k + 1) holds; that is, that

1424+ (k+1) =k~+1)[(k+1)+1]/2.
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We now have

(this sets us up

424t (bt 1) = (L2 )+ (k1) o)

_ k(k+1) (by induction
2 + (k1) hypothesis P(k))
k(k+1)+2(k+1)
2

K3k +2
B 2
B+ 1)(k+2)
B 2

E+1)(k+1)+1
= (k+ DI 2+ )+ 1] (by arithmetic)

So P(k + 1) holds, and we're done. [

MORE STANDARD AND CONCENTRATED PROOF

141

P(): 1=

Assume P(k): 1+---+k=Fk(k+1)/2. Then

1424 4 k+1) =142+ +k) + (k+1)
S R 2T
(k+1)(k+2)

2

which proves P(k+1). O

Remember, proving that we can get from one step of a ladder to the next
does not prove that we can get on the ladder! In a proof by induction, the
induction step of the proof tells us how to move up the ladder; but the basis
step is needed to get us onto the ladder in the first place. Similarly, a proof of
the conditional statement “P(k) = P(k+1)” is not a proof of P(k+1). In
fact, for values of k for which P(k) is false, the statement “P(k) = P(k+1)”
is automatically true; that is why we focus on those cases in which P(k) is
true. Thus the line “assume P(k)” is legitimate and does not represent a gap
in the logic.
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2.68 ExaMPLE. Look for a pattern in the following data.

Arithmetic Geometry
1= 1o .
1+3= 4=22 L {-
|

1+3+54+7=16=4
14+3+5+74+9=25=5

:
:
|
1+3+5= 9=32 ;
|
|
|

Add the lengths of the bent strips.
(There are n of them, and the sum is n?.)

Based on this data, it is natural to make the following conjecture:
The sum of the first n odd natural numbers is n?.
Notice the equalities
1=2(1)-1; 3=2(2)—1; 5=2(3) -1, 7T=2(4)—1

Thus the ith odd natural number is the number 2(i) — 1. The conjecture can
now be restated like this:

Foraln €N, 1+3+5+-+(2n—1)=n

Now for the proof by induction. Let P(n) denote the equation to be proved
for each n. Then, as desired,

P(1): 2(1)—1=1=1?

Now assume P(k): 1+ ---+ (2k — 1) = k?. [We must prove P(k + 1), that
is, we must prove this equation: 1+ ---+ (2(k+1) —1) = (k+1)*.] We have

1+---+(2(k+1)—1):1+---+(2k—1)/+(2(k;+1)—1)/

;2 2% + 1
=k*+2k+1=(k+1)>

The proof of the implication P(k) = P(k + 1) is now complete. [

2.69 Theorem. If S is a set with n elements then the power set P(S) has
2" elements.
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Proor. We will use induction with ng = 0. Here a set with m elements
will be called an m-set; and in order to avoid confusion about the meaning of
P( ), in this proof we use P( ) only for the power set notation, and not for
“property P holds for...”.

First consider the case n = 0. The only 0-set is (), and P(()) = {0} is a 1-set
(1 =2%). Now assume the result is true for n = k: the power set of a k-set is
a 2F-set. Let S be a (k + 1)-set. Fix an element sy € S. Then S = {so} UT,
where T' is a k-set. With each subset A C T we associate two subsets of 9,
namely, A and AU {sp}. This accounts for every subset of S. (Why?) Thus
S has twice as many subsets as 1. But by the induction hypothesis for k-sets,
T has 2% subsets, and therefore S has 2 - 28 = 21 subsets. [

We will extend this result on the comparative sizes of a set and its power
set in Chapter 4 (see Cantor’s theorem).

In constructing an induction proof, it is not always an easy matter to
recognize how to prove P(k + 1) from the assumed truth of P for preceding
integers, and some struggle may be required. The following example is a result
in elementary number theory; here the key to the arithmetic juggling is the
addition of zero to an expression in such a way as to force the quantity in P(k)
to appear. Recall that an integer = is a multiple of an integer y if z = yt for
some integer t.

2.70 ExaMPLE. Prove that for every integer n > 0, the number
42+l 4 342 §g o multiple of 13.

Proor. We use induction on n, starting with n = 0.
P(0): 4%+ 413942 41 9-13=13-1
Assume P(k): 4281 4 3572 = 13¢ for some integer . We must prove
P(k+4 1) 42kF0+1 4 sk+D+2 45 5 multiple of 13.

We have

42(k+1)+1 + 3(k+1)+2 4(2k+1)+2 + 3(k+2)+1

— 42(42k+1) 4 42 <3k+2 - 3k+2) _|_3 . 3k+2
~—_——
0
— 42(42k+1 + 3k+2) 4 3k+2(_42 + 3)
=16-13t + 3. (=13)  (by P(k))

= 13(16t — 3*2), a multiple of 13 O



104 = CHAPTER 2 SETS

Sometimes the assumed truth of P(k) is not sufficient for proving truth of
P(k+1), but we may need to use the full force of the induction assumption—
namely that P(n) is true for all n satisfying ny < n < k in order to demon-
strate the truth of P(k +1).

Once again we illustrate with a result from number theory. Recall that a
prime number is an integer p > 1 that has no integer factorization p = ab
in which @ > 1 and b > 1.

2.71 Theorem. Every integer n > 2 is a product of prime numbers. (Here
a prime number is itself to be viewed as a one-factor product of prime num-

bers.)

ProoFr. We argue by induction on n. The number 2 is clearly prime, so the
result holds when n = 2.

Now suppose for some k& > 2 that every integer ¢ satisfying 2 < ¢t < k is
a product of primes; we must now show k& + 1 to be a product of primes. If
k+ 1 is prime we are done. Otherwise write k+1 = ab, with a > 1 and b > 1.
Then in fact 2 < a < k and 2 < b < k, so by the induction hypothesis, a
and b are both products of primes, say, a = p;...p, and b = p,y1 - - - ps, where
the p’s are primes. Then k+ 1 =ab=p;---p, - Pri1---ps, and the proof is
complete. [

Notice in the preceding proof that P(k) by itself would not have enabled
us to prove P(k+ 1), since there is no obvious link between the factorizations
of k and k + 1.

We conclude this section with a brief discussion of recursion, an induction-
like format for certain mathematical definitions. Suppose for each positive
integer n we want to calculate the sum s, = 1+2+3---+n. Having produced
s19 = 55, how should we then compute s1;? Rather than start from scratch
(“1 plus 2 plus 3 plus 4” and so on), surely the most efficient thing to do would
be simply to add 11 to sjg. More generally, having computed s; for some k,
then sgi1 = (k + 1) 4+ s,. In other words, the procedure for computing the
required value associated with a given number > 1 consists of first carrying
out the procedure for the predecessor of the number and then adding the given
number to this result. We say that the numbers s,, are defined recursively or
inductively by the following equations:

81:1

Sg+1 = (k’—|— 1) + Sk

This definition gives us a procedure for computing s,, for each n € N.
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More generally, suppose a number a; is given for each i € N. The intuitive
expression aj + as + - - - + a, is usually abbreviated

n

summation symbol: E a;
i=1

The following recursive scheme formally defines this symbol for each n € N.
In effect, the definition is a “program” for evaluating the symbol.

1
Z a; = aq

i=1

k+1 k

Z a; = (Z ai> + a4

i=1 i=1

Like induction, recursion deals with a sequence of instances by first “initial-
izing” and then considering subsequent instances in terms of what has come
before. We finish this section with a few more examples of recursive defini-
tions.

We recursively define the

n

product symbol: Hai and factorial symbol: n!
i=1

respectively, by

1
i=1 0! =

and {
k+1 k (k+ 1) =Ekl(k+1)
H a; = (H ai) " Q41

i=1 =1

In a line of text, the sum and product symbols will usually appear as > ;" a;
and []7_, a;, respectively.
Similarly, we can define families of sets recursively. For example,
Al - {1, 5}
Ay = P(Ag) (P( ) is the power set notation)

defines a set A,, for each n € N.
We will return to recursion when we discuss sequences in Chapter 3.
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Exercises
1. Use mathematical induction to prove the following statement for every

n € N:

D(2n+1
12+22+---+n?:n(7“r )6<n+ )

Prove for every integer n > 1:

1 2
13_|_23_|_...+n3: (%)

Prove that the inequality n? > n holds for every integer.

Prove that for every integer n > 0 the number n* — 4n? is divisible
by 3.

Assume that S C N and 3 € 5, and assume further that the implication

reS=—zx+3€S

is true. Deduce that
{3n|neN}CS

Prove for every integer n > 2:

LS S S
1-2 2.3 (n—1)n ~ n

Prove that 2" > n3 for every integer n > 10.

What is wrong (if anything) with the following induction argument?
Proposition. All horses are the same color.

“Proof 7 outline. It suffices to show for every n € N that in any collection
of n horses, all n of them are the same color. If n = 1 the result is trivial.
Now assume that in any collection of k£ horses, all k& horses are the same
color. Consider a set of k£ + 1 horses. By the induction hypothesis, the
first k£ horses are the same color and the last £ horses are the same color.
But the first and last are the same color as the middle horses.

k

Therefore all k41 horses are the same color, and this completes the proof.
It is claimed that every positive real number « has the property o™ ! =1
for all n € N, and here is a “proof” using the principle of mathematical
induction (fourth version). If n = 1 we have a" ! = a!™! = o° = 1,
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as desired. Now suppose the result has been checked for all values of n
satisfying 1 < n < k. Then

k=1 k-1
kt1)-1 _ k_ & &
« = = T
1-1 . : .
= — (by the induction hypothesis)
=1 0O

Is the claim now proved? Explain.

For each i € N, assume q; is a positive real number. There is ambiguity
to the exponential expression

ay
22
o

(1) an’nfl

(For example, does 23" mean 20") = 281 or (23)* = 2127) Write a recursive
procedure for computing (*), with the interpretation that the exponent of
each a; is everything above it.

Use the well-ordering principle to prove the principle of mathematical
induction as stated in 2.67. (Suggestion: Suppose there is a nonempty set
A of natural numbers n for which P(n) is false. Apply the well-ordering
principle to A to get a contradiction of the hypothesis of 2.67.)

For each i € N, let a; = 32, Evaluate

5 5

Z a; and H a;

i=1 i=1

Assume that ¢ > 0 and n € N; and for each i € N let b; € R. Use
mathematical induction and the laws of exponents to prove that

Habi = a(zlﬂ:l b:) for alln € N
i=1

(Here the left-hand expression means []}_, ¢;, where ¢; = a%.)

If we were to compute the gigantic integer N = 100!, how many zeroes
would appear on the right-hand side of N7 That is, N would have the
form m - 10%, where m is not a multiple of 10; your job is to determine k.
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FUNCTIONS

A group of Hungarian aristocrats lost their way hiking in the Alps. One of them,

it is said, took out a map, and after studying it for a long time, exclaimed: “Now

I know where we are!” “Where?” asked the others. “See that big mountain over
there? We are right on top of it.”

GEORGE GAMOW

One Two Three. .. Infinity

3.1 Definitions and Examples

In Chapter 2 we introduced sets: what they are, how to build new ones from
old ones, and how to decompose them into subsets. In this chapter we will
begin to consider more dynamic set interactions, called functions, which link
the elements of one set to elements of another in a rather special way.

The theory of functions provides the foundation for what is called math-
ematical modelling, whereby one mathematical object represents certain fea-
tures of another or of some nonmathematical object, perhaps with the elim-
ination of some distracting complexities. Moreover, functions give a mathe-
matically precise framework for the intuitive idea of transformation. Ordered
pairs are fundamental for everything that we will be discussing here.

3.1 ExaMPLES. (a) Each member of a television studio audience takes a
numbered raffle ticket from a well-mixed bowl; this associates a unique
number with each member of the audience. A complete record of this

L.J. Gerstein, Introduction to Mathematical Structures and Proofs, Undergraduate Texts in Mathematics, 109
DOI 10.1007/978-1-4614-4265-3_3, © Springer SciencetBusiness Media, LLC 2012
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data is a list of ordered pairs of the form
{(John Doe, 467), (Molly Brown,93),... },

with one pair for each audience member.

(b) Pair each real number with its square; this process produces the set of all
ordered pairs of the form (z,2?) for x € R.

Notice that in Example 3.1(a), no two people are paired with the same
number, while in 3.1(b) a nonzero number z and its negative are both paired
with 22. Both examples in 3.1 are functions, according to the definition about
to be given, but we will find it useful to remain aware of this distinction
between them.

Now we are ready for a precise definition of function. First recall that the
Cartesian product A x B of sets A and B is the set of all ordered pairs of the
form (a,b), with a € A and b € B.

3.2 Definition. Let A and B be sets. A function f from A to B is a set
of ordered pairs
fCAXxB

with the property that for each element x in A there is exactly one element
y in B such that (x,y) € f. The statement “f is a function from A to B” is
usually represented symbolically by

f:AsB o ALB

In Example 3.1(a), the given set of ordered pairs is a function from the
audience to the set of ticket numbers; and in 3.1(b) the given set of pairs is a
function from R to R.

Suppose f is a function from A to B. Then A is called the domain of
f, denoted dom f; its members are the first coordinates of the ordered pairs
belonging to f. If (x,y) € f we usually write y = f(x) and call y the image of
x; and z is a pre-image of y. In Example 3.1(a) the domain is the audience,
and f(Molly Brown) = 93. In Example 3.1(b) the domain is the set R of real
numbers, and f(—.2) = f(.2) = .04; so —.2 and .2 are both preimages of .04.

Notice that in 3.1(a) there is no abbreviated way to present the function:
all the pairs must be listed if we are to know what the number assignments are.
On the other hand, in 3.1(b) an explicit listing of all the pairs is impossible,
but we can completely describe the function by giving the rule

f(x) =2* forallz €R
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Thus it is sometimes convenient to view a function as a set of ordered pairs,
as in the definition; and at other times we will view a function f from A to
B as a rule or formula for pairing each member of A with a unique element
of B. Also, we may think of f as a kind of programmed machine that emits a
unique element of B whenever an element of A is fed in: input x always yields
output f(x).

Note that it is often the practice just to specify the domain A of a func-
tion f along with an indication (somehow) of which ordered pairs belong to
the function, but without specifying a set B in which f’s images are to be
found. But if B s specified at the outset, then B is sometimes called the
codomain of f. Moreover, if the domain of f is understood to be a subset
of the real numbers, with f’s pairs specified by a formula, then—depending
on the context—the domain may not be specified explicitly, but may simply
be understood to be the set of all real numbers for which the pairing formula
makes sense.

If y = f(z), we sometimes say that f transforms or takes x to y denoted

by x A y or z — y. We also say that f acts or operates on the members of
its domain. An unnamed function from A to B is often indicated by A — B.
Functions are also called mappings, maps, or transformations.

3.3 ExaMPLES. (a) Suppose S C T. Define a function ¢ from S to T" by
i(r)=x forallxeS

This is called the inclusion mapping. If, in this setting, S = T, we
write ¢ = 75 and call it the identity mapping on S.

(b) Given nonempty sets A and B, fix an element by € B and define a function
f from A to B by

fla) =0y forallaec A

As a set of ordered pairs, f = {(a,by) | @ € A}. This is called the
constant function with value bg.

(c) Let F' be the set of all the living fathers of living daughters, and let D be
the set of all the living daughters of living fathers. Define

g={(z,y) | x € F and y is the daughter of x}

Is g a function from F' to D? (Pause and think, then read on.) We have
g € F x D, and for each = € F there is a y € D such that (x,y) € g¢.
So far so good. But if a father z has two living daughters, say with the
delightful names y; and yo, then (z,11) € g and (z,y2) € g, contradicting
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the “exactly one” condition in the definition of function. Therefore ¢ is
not a function. On the other hand, if

h={(y,z) |y € D and x is the father of y}

then h is a function from D to F, since every daughter has exactly one
father.

What happens when we depress a key on a computer keyboard? Clearly
the answer depends on two things: the state of the machine (for example,
the model, the data that has already been fed in) and our choice of key.
That is, the new state is determined by the ordered pair (q,c), where ¢
is the former state and o is the input symbol. Thus if S denotes the set
of all possible states of the machine, and Y denotes the set of keyboard
symbols, there is a function

d: SxX—= S

defined as follows: d((¢,0)) = ¢’ means that if the symbol o is received
as input when the machine is in state ¢, then the machine will go to state
¢’. The function § is called the transition function for the machine.
Notice a new wrinkle in this example: the members of the domain of ¢§
are themselves ordered pairs. In this situation it is customary to suppress
one pair of parentheses and write d(q, o) instead of § ((q, J)). We will
follow this practice from now on.

Let S be the set of all propositions, that is, the set of all truth-valued

statements. Define the truth-value function
v: S — {T,F}
by
T if P is a true proposition
v(P) = o .
F if P is a false proposition.

As we saw in Chapter 1, if we know the values taken by v on some propo-
sitions, we can deduce its values on others. For instance, if v(P) = T and
v(Q) =F, then v(PAQ)=F and v(PV Q) =T.

A function f: R — R is said to be a polynomial function of degree n

if there are real numbers ag, aq, . . ., a,, with a, # 0, such that
(%) f(@) =apa" +ap 12" -+ az + ag
for all x € R. The numbers ag, aq, ..., a, are called the coefficients of f.

(It is a fact, but not an obvious one, that the coefficients of f are uniquely
determined by f. That is, the formula for f cannot be rewritten using
other coefficients in place of the given ones without producing a different
function. We will omit the proof here.)
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A function f: A — B can be informally represented by a picture, as follows:

A — B

with the understanding that each point in A is taken by f to the point in B to
which it is connected in the picture. If A and B are sets of real numbers, then
f € Ax BCR xR, and the pairs (x,y) € f can be represented as points in
the usual coordinatized plane. The resulting diagram is the graph of f. For
example, the graph of the function f(z) = 22 is the familiar parabola. So the
graph of a function R — R is just a pictorial representation of the ordered
pairs belonging to it.

On the other hand, a function whose domain or image is not a set of num-
bers may not be representable by a graph in any obvious way. For instance,
how would you “graph” the functions in Example 3.3 (c), (d), and (e)? There
are many interesting and important functions that don’t involve numbers (and
hence don’t involve graphs), and we will therefore need to develop a language
for describing functions in a way that is not “graph-dependent.”

Also, because a function is a set of ordered pairs, in defining a function
the issue of whether the function is “well defined” needs to be considered, as
for any set. For example, if one attempts to define a function from the set
of children to the set of colors by setting f(z) equal to x’s favorite color, the
attempt fails because there are children with no favorite color or with more
than one favorite, so one would need to modify the definition somehow in
order to take this into account. (For instance, by restricting the domain of f
to be the set of children that have a unique favorite color.)

We have defined a function as a set of ordered pairs satisfying certain
conditions; accordingly, functions f and g are equal if they are the same sets
of ordered pairs. Let’s reformulate this statement. Notice that dom f consists
of all the first-coordinate elements z in the pairs (z,y) belonging to f and g.
The equation f = g also implies that each element € dom f is taken to (that
is, paired with) the same element by f as it is by g. It follows that

dom f = domg
(3.4) f=9g <+ and
f(z) =g(x) Vo e domf
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In computer jargon: functions f and g are equal if they have the same sets of
acceptable input and produce the same output for each piece of input.

3.5 ExampLE. Consider functions f, g, h defined by

flxy=2>-1 VYo eZ
g(z)=2>-1 VxR
hMz)=(z+1)(z—1) VzeR

Here g = h: both functions have domain R, and g(x) = h(z) for all z € R.
Thus the truth of “g = h” follows from the definition of function equality in
3.4, but not from the less precise view of a function as a “rule or formula.”
(Indeed, the given formulas for g and h dictate different computational pro-
cedures.) But f # g since dom f = Z # R = domg. (That is, f and g have
different sets of acceptable input.)

The functions f and ¢ in Example 3.5 operate via the same formula, but f
applies that formula to a more restricted domain; accordingly, f is called the
restriction of g to Z, denoted f = g|z. More generally:

3.6 Definition. Let f and g be functions. Suppose dom f = A C domg =
B, and suppose further that f(x) = g(x) for all z € A. Then f is the
restriction of g to A, written f = g|a; and g is called an extension of f
to B.

3.7 ExampLEs. (a) Let f = {(1,3),(3,2)} and g = {(1,3),(2,2),(3,2)}.
Then f and g are functions, with dom f = {1,3} and domg = {1, 2, 3}.
Moreover, f(1) = g(1) = 3 and f(3) = g(3) = 2. Therefore f = g|{ 3

(b) For any real number z, let [x] denote the greatest integer less than or
equal to x. Thus [7] = 3, [V2] = 1, [-24] = =3, and [-5] = —5.
The function f: R — R given by x > [z] is called the greatest integer
function. Notice that [z] = « for all x € Z; thus f|z = iz, the identity
function on Z. (See Example 3.3(a).) It follows that the greatest integer
function and the identity function ig are both extensions of iz to R.

Exercises

1. Let A = {1,2,3,4} and B = {2,m,e}. Which of the following sets of
ordered pairs are functions from A to B? Explain each case in which your
answer is negative.

(a) f= {(1,7T),(3,7T),(4,7T),(2,€)}
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)7 (37 Tr)’ (27 6)7 (47 2)}
(1,2),(2,2),(3,7),(4,2), (1,7)}

I
—~
—_
™
~—
—~
no
™

ive sets A and B such that the following set f is a function from A
to B: f=1{(3,2),(1,1),(8,5),(9,—4), (7, 1)}.
(b) With f as in part (a), f(8) = and the pre-image(s) of 2
is (are) :
. Let X and Y be nonempty sets. Show that the Cartesian product X x Y
is a function if and only if Y has exactly one element.
. For functions whose domains are sets of real numbers, it is common prac-
tice to use a formula to describe a function’s pairing rule, with the under-
standing that the domain of the function is the set of all real numbers for
which the formula gives a unique real number, unless further restrictions
are imposed. For example, the function f given by f(z) = v/ — 3 has
domain {z € R | z > 3}, for if x > 3 the formula gives a unique real
number, while if x < 3 then x — 3 < 0 and no square root exists. (Recall
that /w is the nonnegative real number whose square is w.) In each of
the following, determine the domains of f and ¢, and then use statement

3.5 in the text to determine whether f and ¢ are equal.
xr—5
p— 1 pu—
() F) =1, gle)= "=

(b) fla) =z, glz)=/lal

(c) fz)=lz|, g(z)=a?

(@) fla) =22 — 26, gla)= (z— (e +3)+6
{x2 if x is rational

0 if x is irrational

. Let S and T be sets of three elements. How many functions are there
from S to 17 Justify briefly.
. Suppose a function f: A — B is given. Define a relation ~ on A as
follows:

ay~ay = fla) = f(az)

(a) Prove that ~ is an equivalence relation on A.

Since ~ is an equivalence relation, it induces a partition of A into equiv-
alence classes. Describe these equivalence classes in each of the following
cases.

(b) A is the set of all solid-color cars, B is the set of all colors, f(z) is
the color of .

(c) A=B=R, f(x) =2a?
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(d) A=B=R, f(z) = [z]

(e) A=R xR, B= P(R) (the power set of R), f(z,y) ={z,y}

(f) A=RxR, B=R, f(z,y)=x+y

(g) A=R xR, B=R, f(z,y) = 2> + 3>

Let S be a set. For each subset A C S define a function y4: S — {0, 1},
called the characteristic function of A, as follows:

(z) 1 ifzecA
€Tr) =
x4 0 ifzr¢A

For example, if S = {1,2,3,4} and A = {1,2,4}, then x4(1) = xa(2) =

Ya(4) = 1 and y4(3) = 0.

(a) Give the formulas for the characteristic functions yy and ys.

(b) Let A’ denote the complement of A in S. Compare the formulas for
Xa and xar.

(c) Show that if A and B are subsets of S then

A=B <= xa=XB

(The proof will involve the careful consideration of set equality, which
appears in the left-hand statement, and function equality, which ap-
pears in the right-hand statement.)

(d) Show that if A and B are subsets of S then
Xanp(x) = Xa(z) - xB(x) VEeS
Xaup(2) = xa() + x5(z) = xa(r)xp(r) Vres

(Suggestion: Draw a Venn diagram that represents A and B sitting in-
side S. Then compare the values obtained on both sides of the alleged
equations as z is considered in different sections of the diagram.)

This exercise uses the notation of Example 3.3(d).
(a) Fix go € S. What is the intuitive meaning of the following set?

{0(q,0) | 0 € X}

(b) Fix 0¢ € . What is the intuitive meaning of the following set?

{6(g,00) | g € S}

(c¢) Suppose that with the machine initially in state qo, the symbol o is
typed on the keyboard, and then the symbol o9 is typed. (That is, the
two-letter “word” oy09 is typed.) Write an expression that represents
the resulting state of the machine.
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(d) Generalize part (c) by writing an expression that represents the re-
sulting state when the n-letter word o105 - - - 0, is input. Assume that
the initial state is qq.

This exercise deals with properties of the greatest integer function,

f(z) = [z]. (See Example 3.8(b).)

(a) Write a simple formula for [a] 4+ [—a], where a € R.

(b) Show that if n is an integer then

n+lal=[n+a] forallaeR

(c) Suppose « is a real number that is not an integer, and suppose further
that a > 2. Show that there is a real number § in the interval (1,2)
such that

(][] < [[e]5]

(d) Let n and m be positive integers. Show (without proving all the
details) that there are exactly [n/m] integers x that are multiples of
m and satisfy the inequality 1 < x < n.

(e) Part (d) can be used to show that the highest power of 7 that is a
divisor of 1000! is

[10001 + [10001 + {10001 =142 +20+2 = 164

7 49 343

(That is, 7% is a divisor of 1000!, but 7% is not.) Give a convincing
explanation of why this is so.
This exercise concerns two functions that, like the greatest integer func-
tion, assign a nearby integer to each real number. Give a formula for each
of them in terms of the greatest integer function.
(a) The nearest integer function: f(z) is the nearest integer to x; if x
is midway between two integers, f(z) is the larger of the two.
(b) The ceiling function: f(x) is the smallest integer that is greater
than or equal to z.
[The greatest integer function is also called the floor function. The
notations |x| and [z] are sometimes used for the floor and ceiling of z,
respectively. (The zealous reader may wish to call |z| — 1 and [x] + 1
the “basement” and “attic” of z, respectively, but this is not standard
terminology. )]
If A and B are sets, let B4 denote the set of all functions from A to B.
(a) Determine the set {1,2}{%%. That is, list its members explicitly.
(b) Show that if A, B, C are sets, and A C B, then A® C BC.
(c) Show that the sets {1,2}12} and {1,2}123} are disjoint.
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(d) Generalize part (c) by showing that if B # C then AP N AY = ().
(e) Show that if A is a nonempty set then §4 = ().
(f) Show that if B is any set then B = {()}.

3.2 Surjections, Injections, Bijections, Sequences

A function f: A — B might not use every element of B as an image of some
element of A. The subset of B consisting of all those elements of B that are
images is called the range or image of f, usually denoted f(A) or im f.
Thus

f(A) =im f={f(a) | ac A}

If we view f as a set of ordered pairs (as in Definition 3.2) then we have

imf={be B (a,b) € f for some a € A}
={be B f(a) = b for some a € A}

More generally, if S C A we write

(3.8) f(S) ={f(z) [z €S}

In a picture:

For example, for the trigonometric function sin: R = R, we have dom(sin) =
R, with sin(R) = [—1, 1], and sin([0,7/2]) = [0, 1].

Given sets A and B, a function f: A — B is said to be surjective or
onto B if f(A) = B, and f is a surjection. Equivalently, for each b € B
there exists an element a € A such that f(a) = b. If the set B is understood,
either because it is given explicitly or from the context, then f is sometimes
said to be “onto” without mentioning B. Notice that the definition dictates a
method for proving that a function f is surjective: we pick an element b € B,
knowing nothing about b other than its membership in B, and then we show
that its being in B guarantees the existence of an element a € A such that
f(a) = b. (In fact every function takes its domain onto its range. Therefore
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a statement to the effect that a given function f: A — B is “onto” actually
gives us information only because B has been specified, so that we know the
answer to the question “‘Onto what?”)

3.9 ExamprLES. (a) The function f: R — R given by f(z) = 2? is not
surjective, because if y < 0 no element x € R can be found such that
flz) =y

(b) The function g: R — R given by g(x) = x + 1 is surjective, because for
each y € R we have g(y — 1) = (y — 1) + 1 = y. On the other hand, the
function h: N — N defined by h(x) = x4+ 1 is not surjective, since there is
no x € Nsuch that h(xz) = 1. Incidentally, notice that g and h are different
functions: even though they have the same rule for pairing elements of
their domains with elements of their ranges, they have different domains
and are therefore different sets of ordered pairs.

(c) Let A be an n-element set, with n € N, and let B be a two-element set.
How many nonsurjective functions are there from A to B?

SoLuTION. Suppose B = {by,by}. If a function f: A — B is not surjective,
then either f(a) = by for all a € A or f(a) = by for all a € A. (Otherwise,
there would exist elements a; and ay such that f(a;) = by and f(ag) = by,
and this would imply that f is surjective, contrary to the hypothesis.) Thus
there are exactly two nonsurjective functions from A to B, namely the two
constant functions. (See Example 3.3(b).)

(d) In Chapter 2 we discussed indexed sets without giving the notion a precise
definition. Now that we have functions available for use, we can remedy
the situation. If S and I are sets and f: I — S is a surjective function,
we say that f has indexed the set S by I. Once such an f has been
given, we usually write s; instead of f(i). Return to Examples 2.28 and
2.29 for an abundant supply of indexed sets. For instance, in 2.29(b) we
used C, for the circle with radius r and center (0,0) in the zy-plane. In
our present notation, S is the set of circles centered at (0,0) and I is the
set of nonnegative real numbers; for each r € I, we have f(r) = C,.

3.10 Definition. A function f: A — B is said to be one-to-one (abbre-
viated 1-1), injective, or an injection if the following implication is true for
every aj, as € A:

flar) = flaz) = a1=a
In words: elements of A with the same image must be equal. The contrapos-
itive is equally useful:

a #ay = f(a1) # f(az)

That is, different elements in the domain yield different images.
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3.11 ExampPLES. (a) The function f: R — R given by f(z) = 2? is injec-
tive.

Proor. We will verify the first implication in Definition 3.11 for
f(z) = 2®. We have

f(%) = f(l‘2)

3_ .3
Ty = Ty

3_ .3 _
] — a5 =0

(xl — 332)(%% + 1119 + 333) =0

A

r1—x9=0 or x%%—azlxrl—a:g:()
To conclude that ;1 = x4, it remains to prove the implication

(%) T+ mre =0 = 1=,

The hypothesis of (x) yields

0 =af+x129 + 25
(54) = (:Ez + 2129) —1—13:%2 1
= (2} + w120 + 23) + (23 — 323)
= (1]1 + %l’g)? + %JI%

Because squares of nonzero real numbers are positive, we conclude that xo = 0,
and then that z; =0. O

Argument (%) is an instance of a useful algebraic trick called completing
the square. Readers who find the method unappealing have other options.
For instance, the proof of (%) can be broken into separate cases as follows.
If exactly one of xy,z5 is nonzero the hypothesis of (x) is false, so (x) is
automatically true. If neither z; nor zo is zero and |z1| < |zo|, then 23 +
1179 > 0, hence 2% + z125 + 3 > 0, a contradiction. The case |zo| < |xq] is
similar. Alternatively, readers who have studied calculus can use the derivative
f'(z) to show that f(x) = a® is strictly increasing and then observe that a
strictly increasing function is injective (why?).

(b) Let ¥ stand for the usual English alphabet. A four-letter word over ¥ is
a function w: {1,2,3,4} — X. If w(i) = q; for 1 <i < 4, we write

W = a102a304
For example, the word w given by 1 — s, 2 — p, 3 — a, 4 — 1 is written

spar
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Now we let Wy denote the set of four-letter words over ¥, and we let P(X)
denote the power set of ¥ (that is, the set of all subsets of ). We define
a function f: Wy, — P(X) by

f(a1a2a3a4) = {al, g, a3, a4}

That is, the image of a word is its set of letters. Then f is not injective,
because two different words can have the same letters. [For instance,
f(bozo) = f(zoob) = {b,z,0}.] And f is not surjective, because no set of
five or more letters is in the image of f.

(¢) Return for a moment to the discussion of indexing in Example 3.10(d).
Notice that there is no requirement that an indexing function be injective.
For example, let S be the set of all lines through the origin in the zy-plane
and suppose, for each o € R that f(«) is the line through (0,0) at angle
« (radians) with the positive z-axis. Then S is indexed by R by means
of f, and s, = Sqin. for all integers n.

Many practical problems amount to asking whether a function exists that
satisfies certain constraints, and we will now briefly consider the marriage
problem as an example. Let X = {z1,...,x,} and Y be the sets of unmarried
women and men, respectively, in a given region. Suppose that each woman x;
determines the set M; C Y of all men she considers acceptable for marriage.
The problem is this: Is every woman able to marry an acceptable man, as-
suming that bigamy is illegal? [Readers whose present concerns are more with
jobs than with marriage can rephrase the preceding problem as follows. Let
X = {x;}1<i<n be the set of applicants for jobs, let Y be the set of available
jobs, and let M; denote the set of available jobs for which x; is qualified. Can
everyone be hired?]

We can mathematically model the marriage problem with sets and func-
tions as follows: Let I = {1,...,n}, and suppose we are given a family
{M;}icr of nonempty sets; find an injective function f: I — U;c;M; such that
f(i) € M; for i = 1,...,n. (Here injectivity corresponds to the requirement
that no two women marry the same man; and the condition f(i) € M; assures
that each woman marries a man acceptable to her.) The set {f(1),..., f(n)}
is called a system of distinct representatives for the family {M,}.c;.

There are some conditions that must be avoided in order to achieve a happy
solution to the marriage problem. For instance, if My = My = M3 = {y1,y2}
then no solution is possible, for x1, x9, and x3 cannot all find husbands from
the two-element set {y1,y2}. So it is clearly necessary that the set of potential
husbands M; U M U M3 contain at least three elements. More generally, for
each k satisfying 1 < k < n, each union of k of the M;’s must contain at least
k elements. In 1935, the mathematician Philip Hall showed that this condition
on unions is in fact sufficient to guarantee the existence of a solution to the
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marriage problem. The proof is beyond the scope of our present treatment;
but for the curious, we will now illustrate a method for solving problems of this
kind. Our method is an example of what is called a greedy algorithm; such
algorithms are characterized by proceeding at each step in a way that seems
optimal in some sense at that moment without concern about future difficul-
ties, then revising the initial choices later on if necessary. (Imagine a racer
making a burst of speed to gain a temporary advantage over the competition,
but then having to deal with the consequences—running out of energy—Ilater
in the race.)

3.12 ExaMPLE. Find a system of distinct representatives for the following
family of sets: {1}, {1,2,3,8}, {3,4}, {2,4,5}, {3,6}, {1,4,7}, {6}.

SoLuTIiON. Here there are seven sets M;, so set I = {1,2,...,7}, and we
seek an injection from I to U;M; = {1,2,...,8} with the property that f(i) €
M; for all .. We start by moving through the sets in the order in which they
are listed, and in each case we choose as representative the smallest number
compatible with the choices already made. This results in the respective
choices
1,2,3,4,6,7

for the first six sets. But now we are stuck: we can’t make the required

choice of 6 for the representative of the final set, since 6 was already chosen.
Therefore we must amend our selection to

1,2,3,4,6,7
3

which requires the change
]'7 27 37 47 67 7
4 3

which in turn demands

17273747¢77
453

Now we are free to select 6 as the representative of the final set, giving us the
list
1,2,4,5,3,7,6
as our system of distinct representatives of the respective sets.
Notice that no claim of uniqueness of our representative set is being made

here. For instance,
1,8,4,2,3,7,6

would also have been a suitable set of representatives of the respective sets.
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3.13 Definition. A function f: A — B is said to be bijective, a bijec-
tion, or a one-to-one correspondence if it is both injective and surjective.

It is a useful exercise to check that when the definitions of injection and
surjection are stated in terms of ordered pairs, the following characterization
of bijections emerges:

(3.14) A set f C A x B is a bijection from A to B if and only if each a € A is
the first coordinate of exactly one pair belonging to f and each b € B
is the second coordinate of exactly one pair belonging to f.

3.15 ExaMPLE. Let A={1,2,3} and B = {r,s,t,u}. Consider

f= {(LT)’ (2au)’ (373)} 9= {(1,7’), (2,7’), (3au)}
h = {<17T)7 (178)7 (27u)7 (37t)} J= {<17T)7 (273)}

Here f and ¢ are functions from A to B, and f is injective but ¢ is not, since
g(1) = g(2) = r. Neither f nor g is surjective, since t ¢ f(A) U g(A). The
set h is not a function, since 1 is paired by h with two different elements of
B. Finally, j is not a function from A to B (since domj # A), but j is an
injective function from {1,2} to B.

None of the given sets of pairs is a bijection from A to B, but f is a bijection
from A to {r,u,s}. More generally, any injective function is a bijection from
its domain onto its range. (Check this.)

At the end of Chapter 2 we discussed the use of recursion to define cer-
tain families of mathematical objects; we will now employ recursion in the
definition of functions.

Notation. If n is a natural number, we write

N,={zeN|l1<z<n}={12,...,n}

3.16 Definition. Let A be a set. A finite sequence in A is a function
f:N,, = Aforsomen € N. (This is also called a sequence of length n.) An
infinite sequence in A is a function f: N — A. We will follow the standard
practice of using the word sequence for both varieties.

If fis a sequence in A, we usually write f(1) = ay, f(2) = ag, and so on.
If f is an infinite sequence we visualize it as a never-ending list:

ai, g, as, . ..
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If f is a sequence of length n, we usually denote f by the symbol

(ay, a9, ..., a,)

and call it an n-tuple, with q; its ith coordinate. By our criteria for function
equality (see 3.5), it follows that

(ay,...,a,) = (by,...,b,) <= a;=0b;foreachi, 1<i<n

We sometimes denote a sequence of length n by {a;}1<i<, and an infinite se-
quence by {a,}nen or {a,}n>1. (The letters ¢ and n are the world’s most
popular subscripts.) More informally and less precisely, both kinds of se-
quences are often denoted {a,}. The element a,, is also called the nth term
of the sequence.

A recursive definition of a sequence {a,} begins by specifying one or more
initial terms aq,...,ay explicitly; it then gives a formula that defines each
succeeding term ani1,anio, ... in terms of its predecessors.

3.17 ExaMmpPLE. We will now consider a recursive procedure for computing
the square root of a positive number m. We start by guessing a number r
satisfying 0 < r < m. If the guess is correct (that is, r = y/m) then m/r = r.
If the guess is wrong, then either m/r is too small and r is too large, or vice
versa. (Why?) The correct answer must therefore lie between r and m/r, so

1 m . . . .
we use the average, 3 (r + —) , as the next guess, and continue in this fashion.
r

This is called the divide-and-average algorithm for computing /m. More
compactly, we define a sequence {a, } recursively as follows:

ap =1 (a thought-free initial guess)

1 m
A1 = 5 | O +—
Qg

For instance, if m = 3 the first few terms of the sequence {a,} are

Cl1:1

1 3
=-(14+2)=2
a9 2("’1)

1 3\ 7
——(o4+Z) =L
s 2(+2> 1
L L(T 8\ _oT
T2\4 T 56
oL (97, 3 _ 18817
P 2\56 T ) 10,864
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Compare the last number with the value of v/3 on a calculator.

3.18 ExaMPLE. Consider the set N x N, which we picture as the collection
of all points with integer coordinates in the first quadrant. Can we list these
points in some sort of order so that they are the terms in an infinite sequence?
That is, is there a surjective function f: N — N x N? As a first attempt, we
might start by listing the points in the first column: (1,1),(1,2),(1,3),....
But this is doomed to failure: we never escape from the first column! Similarly,
a horizontal excursion through the bottom row, (1, 1),(2,1),(3,1),..., doesn’t
do the job. Success comes by moving along diagonals as pictured.

Start on the one-element “diagonal” at the lower left and then move down
the next higher diagonal, then down the next, and so on. Notice that points
(a,b) and (c,d) are on the same diagonal if and only if a + b = ¢ + d; in that
event, (a,b) precedes (c,d) as we move down their common diagonal if and
only if a < ¢. The point (a,b) is on an earlier diagonal than (c,d) if and
only if a + b < ¢+ d. So the list we are constructing satisfies this rule: (a,b)
precedes (¢, d) on the list if and only if

at+b<c+d or at+b=c+d and a<c

Now we will give a recursive definition of the desired function
f: N — N x N to generate the list we just described. Define f(1) = (1, 1);
and if f(k) = (a,b) define

(a+1,b—1) ifb>1

(*) f(k+1):{(1,a+l) it b =1

Thus f(2) = (1,2), f(3) = (2,1), f(4) = (1,3), and so on. Formula (x) tells
us that f(k+ 1) follows f(k) as we move down f(k)’s diagonal, unless f(k) is
already at the bottom, in which case f(k+1) is at the top of the next diagonal.



126 = CHAPTER 3 FUNCTIONS

We assert that f is surjective, and we will prove this by contradiction. If f
is not surjective, move along the diagonals in succession until the first (a,b)
is reached that is not in f(N).* If a # 1 then (a — 1,b + 1) precedes (a, b)
on the same diagonal, so (a — 1,0+ 1) = f(k) for some k € N. But then an
application of (%) gives f(k + 1) = (a,b), contradicting the assumption that
(a,b) ¢ f(N). If a = 1 then (b—1, 1) is at the bottom of the preceding diagonal,
so (b—1,1) = f(k) for some k, and then (x) yields f(k+ 1) = (1,b) = (a,b),
again a contradiction. Thus our assumption that f is not surjective is false,
and we are done. It can also be shown that f is injective, but the details are
technical and we omit them. (The argument uses (x) to show that if k; < ko
then either f(ks) is below f(k;) on the same diagonal or f(ks) is on some
subsequent diagonal.)

Many problems in mathematics and computer science boil down to deter-
mining a procedure for listing a given set of objects as the terms in a sequence.
It is therefore important to know that certain sets cannot be so listed; the fol-
lowing example provides an illustration.

3.19 ExaMPLE. Let F' denote the set of all functions from N to N. Can
the members of F' be listed as a sequence? More precisely, is there a surjective
function g: N — F'7 Suppose there is such a function g; then for each n € N
let’s write g, instead of g(n). So we can list the functions from N to N:
91,92, 93, - - - . Now define a function h: N — N by the formula

h(n) =gn(n)+1 forallneN

Then h € F', and therefore h = g; for some k € N. But

h(k) = ge(k) + 1 # gi(k)

and therefore h # g, a contradiction! Conclusion: no surjection g: N — F
exists, and therefore no procedure exists for listing the functions from N to N.
The main idea underlying this example is called diagonalization, a method
first used by Georg Cantor in the nineteenth century. Cantor’s idea is an
adaptation of this fact: every row of a checkerboard contains a square on the
main diagonal.

*That is, among all those points (z,y) not in f(N), consider those whose coordinate sum
Z 4 y is minimal, and among those choose the point (a,b) with smallest first coordinate.
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Cantor’s gameboard

Each function g,: N — N in the example is represented by a row of num-
bers:

gn(1) 9n(2) gn(3) gn(4)
That is, g, is represented by the nth row of the following array:

) a(2) ai3) g1(4) ai(5)
92(1) " 9a(2)  g2(3)  92(4)  ga(5)
g5(1) ) ({”2 93(4)  gs(5)

An important slant on sequences

The function h: N — N in Example 3.19 is represented by the sequence

Then if h were one of the g, one of the terms h(1),h(2),h(3),... would be
on the diagonal of the array; but that possibility has been eliminated by the
manner in which we defined h.

We will hear more from Cantor in Chapter 4.

Exercises
1. Determine the image of each function in Exercise 4 of Section 3.1. (No
proofs required.)

2. Let N be the set of all living nephews of living aunts, and let A be the
set of all living aunts of living nephews.

(a) Define a function from N to A.
(b) Is your function injective?
(c) Is your function surjective?

(d) What condition on the numbers of elements in N and A would guar-
antee the existence of an injection N — A? Explain briefly.

(e) Repeat part (d), but replace “injection” with surjection.
3. In each case, state without proof whether the given function is injective,
surjective, bijective.
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(a) f: N — N given by f(z) = 2.

(b) ¢g: {1,2,3} — {—2,5,6} given by g = {(1,5), (2, —2),(3,6)}.

(¢) h:{1,2,3} - {—2,5,6} given by h = {(3,5),(2,—2),(1,5)}.

Let S and T be sets with three elements and two elements, respectively.
In each case state the answer and justify briefly.

a
b

—~

How many functions are there from S to 77

—~

How many injections are there from S to 77

—~

¢) How many injections are there from 7" to S7

—~

e) How many surjections are there from 7" to S7?

)
)
)
d) How many surjections are there from S to 77
)
)

—

Guess the answers to (a) and (b) if S has m elements and 7" has n
elements.

A function f: A — B is a subset of A x B, and it is therefore a subset of
(AU B) x (AU B). In the terminology of Chapter 2, f is a relation on
AU B. Therefore f has an inverse relation (see Example 2.51(d)):

7 =Ab.a)] (a,0) € f}.

1

(a) Write down the inverses ¢! and h~! of the functions g and h in

Exercise 3.
(b) Show that if f is not injective then f~! is not a function.

(c) Show that if f is injective but not surjective then f~! is a function
whose domain is a proper subset of B.

For each part of this exercise, exhibit sets A, B, and C, with C' C A,
and a function f: A — B satisfying the given conditions. Or, if no such
function exists, show that none exists. (There is no need to get fancy
here. In each case where such an f exists, an example can be constructed
in which each of the sets A, B, C' has at most two elements.)

(a)

f
(b) f is surjective but f|c is not surjective.
f

(c

(d) f is injective but f|c is not injective.

is surjective and the restriction f|¢ is surjective.
is injective and f|¢ is injective.

Show that the system of distinct representatives produced by the solution
to the problem in 3.13 is the only acceptable answer.

For each family of sets, either find a system of distinct representatives or
show that none exists.

(a) {2,5},{2,3,4,5,6},{1,3,5},{1,4,5},{2}
(b) {1,4},{2,3,4,5,6},{2,4,5,6},{4,6},{1,4,6},{1,4,6}
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Let a and b be real numbers. Consider a function f: R — R given by the

formula f(z) = ax + b.

(a) Under what conditions on a and b is f a bijection from R to R? (For
instance, what if a = 07)

(b) Under what conditions on a and b is the restriction f|z a bijection
from Z to Z7?

(c) Under what conditions on a and b is the restriction f|y a bijection
from N to N7

Let IT denote the xy-plane, let O denote the origin, let I1* = II — {O}

(the “punctured plane”), and let L denote the set of all lines through O.

For each point P € IT*, let f(P) be the line containing the segment OP.

Show that the function f: II* — L is not a bijection, and then find a set

S C II* such that the restriction f|g is a bijection from S to L.

(This exercise requires the definition of an ordering on a set S. This
was given in Exercise 15 of Section 2.9.) First an example: Suppose that
each of five parachute jumpers is assigned a different number from 1 to 5.
Jumper number 1 will jump first, then jumper number 2, and so on. The
standard ordering on the set {1,2,3,4,5} has induced an ordering on the
set of jumpers. This is the idea underlying this exercise.

Show that if < is an ordering on S and f: S — T is a bijection, then
f can be used to define an ordering < on 7" satisfying this property:

51 < 89 <= f(s1) < f(s2) Vs1,82€ 8.

(Your answer should start with something like this: “If ¢,¢5 € T, define
t1 <ty as follows:....”)

The definition of n-tuple given in this section may produce confusion
when n = 2, because our definition of the 2-tuple (ay,as) differs from
our definition of the ordered pair (ai,as) in Chapter 2. This can be
remedied with a different definition of n-tuple as follows: Define the 1-
tuple (a;) = {ai}. Define the 2-tuple (aj,as) to be the ordered pair
(ay,az). In general, if the k-tuple (a1, aq, ..., ax) has been defined, define
the (k 4 1)-tuple (aq,...,ax, ags1) to be the ordered pair

((ah o), ak+1)

Prove by induction on n that this recursive definition of n-tuple retains
the following essential property:

(ar,...,an) = (by,...,b,) <= a;=0b;foreachi, 1 <i<n

Information transmitted electronically is usually encoded in the form of
n-tuples of Os and 1s, often called n-bit strings. For brevity, commas
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and parentheses are omitted; thus 01101011 is an 8-bit string. A code
of length n is a set of such strings, and the members of a code are
called codewords. To aid in the detection and correction of errors, it
is useful to have different codewords differ in more than one coordinate.
(The same is true in ordinary English: a one-letter typing error in “house”
can yield “horse” or “mouse” and lead to confusion, whereas a one-letter
error in “Mississippi” will probably be detected and corrected.) Define
the distance between two n-bit strings to be the number of coordinates
in which they differ. More formally, let ZJ denote the set of n-bit strings,
and define a function d: Z3 x Zj — Z by

d(a1a2 v Qpy, blbg R bn) = Z ’CLZ' — bz’
i=1

where a;, b; € {0, 1} for each i. [Example: d(1101,1001) = 1.] Prove that

the function d has the following properties:

(a) d(s1,s9) >0 (here the s’s are strings)

(b) d(s1,52) =0 <= 51 =59

(c¢) d(s1,52) = d(s2,51)
)

(d) For all sq, 89,83 € Zj

d
d

d(s1,s3) < d(s1,s2) + d(sa,s3) (the triangle inequality)

(Suggestion: Use induction on n, starting with n = 1.)
Use the divide-and-average method to compute v/5, correct to five decimal
places. (No calculators allowed!)

Suppose you are using the divide-and-average method to compute a square
root, and you want your answer to be correct to n decimal places. (That
is, you want all the digits through the first n digits to the right of the
decimal point to be correct.) How can you test your current estimate to
see whether it is good enough? Explain.

Give a recursive definition of each of the following sequences.

(a) 1,3,5,7,9,11,13,15,17, ...

(b) 1,1,3,3,5,5,7,7,9,9,...

(c) 2,3,5,8,12,17,23,30,38, ...

(d) 1,1,2,3,5,8,13,21,34, 55, ... (the Fibonacci numbers)

Suppose f: N — A and ¢g: N — B are surjections. Prove that there is a
surjection h: N — AU B. Suggestion: Consider f(1),¢(1), f(2),4(2),...

Show that there is a one-to-one correspondence between N and the fol-
lowing set of integers, written here in decimal form:

{2, 11,101, 1001, 10001, 100001, ...}
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19. In the first quadrant, draw a connected path starting at (1,1) that, if
continued, would pass through all of N x N. (That is, any prechosen
point in N x N will eventually be reached.) Your path should have only
horizontal and vertical segments, and no point should be covered more
than once. No proof is required; but be sure to draw enough so that the
method for continuing the path is clear to the reader.

20. Write a recursive definition of a sequence whose range is the set of points
in the fourth quadrant with integer coordinates. Your formula should cor-
respond to moving along diagonals as pictured here. (Suggestion: review
formula (%) in Example 3.18.)

21. Draw a connected path starting at (0,0) that, if continued, would pass
through all of Z x Z.

3.3 Composition of Functions

Suppose we are given functions f: A — B and ¢g: B — C'; then each element
x € A is paired by f with a unique element y € B, and y is in turn paired by
g with a unique element z € C'. It is natural to view z as paired with z by this
two-stage process, and the result is a new function called the composition
of f and g, denoted g of. More formally, we define gof: A — C by the rule

(3.20) (gof)(z) = g(f(z)) VreA

The intuitive picture:
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A consequence of our definition is that dom(g of) = dom f. A function
expressed as a composition is said to be composite.

3.21 ExaMPLES. (a) Suppose f: R — Rand g: R — R are defined by the

formulas
fl(x)=2+3 VzreR and  g(x) =2 VzreR

Then for each = € R we have
(fog)(x) = flg(z)) = f(a®) = 2" +3
and
(gof)(x) =g(f(x)) =g(z +3) = (x+3)* = 2" + 62 +9

Note that here g of # fo g since, for example, (fo g)(1) = 4, while
(gof)(1) = 16. (We remark that (fog)(—1) = (gof)(—1) = 4; so unequal
functions with a common domain need not disagree at every point of that
domain.)

Consider functions f and g from R xR to R xR defined by f(x,y) = (,0)
and g(x,y) = (0,y) for all (z,y) € RxR. (The functions f and g are called
the projections onto the horizontal and vertical axes, respectively.) Here
we have

(fog)x,y) = flg(z,y)) = f(0,y) = (0,0)

and similarly (g of)(z,y) = (0,0) for all (z,y) € R x R. Therefore in this
example we have fog=gof.

In elementary arithmetic we have the dual notions of multiplication and
factorization: We can multiply two integers and produce a single product,
and we can factor some integers into products of smaller integers. Similarly,
we can compose certain functions to get one function, and we can express
some functions as compositions of simpler ones. A complicated procedure is
sometimes more manageable if it is decomposed into simpler steps.

3.22 ExampLE. Consider the function f: R — R given by f(x) = (22+1)3.
Then we can express f in a variety of ways as a composition of functions from
R to R, and here are some samples:

f=hou=sor=(soh)og=so(hog)
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where g(z) = 22 h(z) = v+ 1,r(z) = 22 + 1,s(z) = 2%, and, finally, u(z) =
28 + 3x* + 322 Let’s check in detail that f = (s o h) o g to illustrate the
method; the other equalities are left for the reader. For each x € R we have

((soh)og))=(soh) (g(:r;))} (from the definition of
= s(h(g(x))) function composition)
= s(h(z?)) (since g acts by squaring)
= s(x® + 1) (since h acts by adding 1)
= (2 +1)° (since s acts by cubing)
= f(x) (by definition of f)

This shows that (soh)og and f have the same action on each element of their
common domain R. Therefore (soh)og= f by 3.5.

We verbalize the existence of functions f and ¢ such that fo g # gof by
saying that composition of functions is not commutative. Mathematicians
use this word in a variety of settings, with varying degrees of precision. In
general, objects or procedures are said to commute with one another if the
order in which they appear in a statement makes no crucial difference. For
example, 3 and 5 commute with each other additively but not with respect
to division: 3+ 5 =5+ 3, but 5+ 3 # 3 + 5. The procedures of putting on
socks and shoes do not commute with each other. We will give a more precise
definition of commutative operations in Chapter 6.

The computation displayed in Example 3.22 is an exercise in parenthesis
juggling (a favorite sport (of (some) mathematicians)), and the key part comes
in the first two lines, in which ((soh)og)(z) is transformed into s(h(g(z))). A
similar computation will show that (so (hog))(x) is also equal to s(h(g(x))),
from which it follows that (so h)og = so (hog). Because the formulas that
define s, h, and g are nowhere involved in this deduction, we sense that our
example is an instance of a more general law, and the following theorem makes
that law explicit.

3.23 Theorem (Associative Law of Function Composition). Given
functions f: A — B, g: B— C, and h: C — D; then

ho(gof)=(hog)of
Proor. We have

dom(h o (gof)) = dom((hog)of)=A
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(Why?) So to complete the proof we must verify that

(ho(gof))(z) = ((hog)of)(x)

for all x € A. But the definition of composition gives

(ho(gef)(x) =h((gof)(x)) = h(g(f(x)))
= (hog)(f(x)) = ((hog)of)(x),

and this storm of parentheses completes the proof. [

Thanks to Theorem 3.23, the composite functions ho (gof) and (hog)of
can now be written h o g of without fear of confusion.

The following theorem shows what happens when one injection or surjection
is composed with another. We will apply these results again and again in the
subsequent chapters.

3.24 Theorem. Let f: A— B and g: B — C be functions.

(a) If f and g are injections then gof: A — C'is an injection.
(b) If f and g are surjections then so is g of.
(c) If f and g are bijections then so is g of.

Proor. (a) Let aj,as € A. We have the following series of implications:

(gof)(a) = (gof)(as) = g(f(a)) = g(f(a2)) (by definition of

composition)
= f(a1) = f(as) (since g is injective)
= a1 = ay (since f is injective)

Therefore g of is injective.

(b) Let ¢ € C. We must find an a € A such that (g of)(a) = c. Since g is
onto C, there is an element b € B such that g(b) = ¢. Then, since f is
onto B, there exists a € A such that f(a) =b. Thus

(gof)(a) =g(f(a)) =g(b) =c
(c¢) This part follows immediately from the preceding parts. [
3.25 ExaAMPLE. Let Q7 denote the set of positive rational numbers. In

Example 3.18 we exhibited a surjection f: N — N x N. Now define a function
g: Nx N — Q% by the rule (a,b) — a/b. Check that g is surjective. (But g is
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not injective since, for example, g(2,3) = ¢g(4,6) = 2/3.) By Theorem 3.24(b),
it follows that the function g of: N — Q7 is surjective. Imagine that each
point representing a natural number n on the real line is physically uprooted
and replanted on top of the point representing the image (g of)(n). Then
surjectivity of g of shows the remarkable fact that there are enough integer
points on the positive real axis to completely cover all the rational points.
Let’s say it pictorially:

N Q
3 5 3 : —W%W%%WWW—
These can cover these.

Suppose A and B are sets and f: A — B is a bijection. We now define a
new function, the inverse of f, denoted f~!, that transforms each element of
B back to the element of A from which it came. There is such an element of

A since f is surjective; and it is unique because f is injective. More formally,
define f~': B — A by

(3.26) fr={(b.a) e Bx A (a,) € f}
Now we can see that f~! has the desired action:
f7Hb) =a<=(ba) e [ (a,b) € f < fla) =)

It follows from 3.14 that f~!, like f, is a bijection.*

The next theorem shows that the actions of f and f~! cancel each other,
and that f~! is the only function having that behavior with respect to f.
Recall that 74 denotes the identity function on A.

3.27 Theorem. Let f: A — B and g: B — A. then the following two
statements are equivalent:

(a) f is a bijection and g = f~!.
(b) gof:iA and ng:iB.

ProoOF. Assume statement (a) is true. We will prove the equation gof = iy.
(The proof of fog = ip is similar, and it is left to the reader.) Pick any element
a € A; say, f(a) =b € B. Then

(gof)(a)=(f"of)(a) = f(f(a) = f'(b) = a=iala)

*Injectivity of f is essential in order for f~! to be a function; surjectivity of f is required
in order to have dom f~! = B. See Exercise 5 in Section 3.2 for further discussion.
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therefore g of and iy agree on all elements of their common domain A, and
SO0 gof =14, as desired.

Now suppose statement (b) is true. Then for all a;,as € A we have the
implications

flar) = flaz) = g(f(a1)) = g(f(a2))

= a; = ay (since gof =i,)

hence f is injective. Moreover, if b € B then ¢(b) € A and f(g(b)) = b (since
fog =ig), so f is surjective. Thus f is a bijection, so we know that the
function f~! exists; it remains to prove that g = f~1.

Observe that both g o ig and g have domain B; and for each b € B we
have (g oip)(b) = g(ip(b)) = g(b). Therefore g oip = g; similarly, check that
iaof ' = f~1. The conclusion now follows from a chain of equalities:

g=goip=go(fof™)=(gof)of ' =isof'=f" O
3.28 Corollary (Cancellation Laws). Let f be a bijection. Then

fog=foh=yg=h (left cancellation)

rof =sof =r=s (right cancellation)

Proo¥. Exercise. (Major hint: Compose appropriately with f=*.) O

If a bijection f is given by a formula of the form f(z) = y, then computing
f~! amounts to determining a formula that tells us how to transform y back
to x. For this we reverse the steps leading from z to y, starting with the last
step and backing up from there. A mnemonic: to invert “put on socks, put
on shoes, walk from A to B,” we walk from B to A, take off shoes, take off
socks.” For example, consider

Rt*={zeR|z>0} and B={zeR|z>5}

and define f: RY — B by y = f(z) = 2% + 5. This formula says “square, add
5”7 so f~! tells us “subtract 5, take square root.” That is,

y=2’+5 = y—-H=21! = y—>b=u=x

(The assumption z > 0 is crucial in the last step.) thus x = f~!(y) = /y — 5.
Although the letters we use to represent points in the domain and range of
a function are arbitrary, it is a common (but not universal) custom to use
x and y, respectively, for these. With this convention our formula becomes

y=[f"(x) =v& -5
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In summary, the procedure for determining inverses can be stated briefly
like this: If a bijection f is given by y = f(x), then the formula for f=' is
obtained by solving for x in terms of y. If so desired, the variables can then be
relabeled by using the letter y in place of x, and x in place of y.

The following theorem reinforces our understanding that we undo the re-
sults of “put on sock, then put on shoe” with “take off shoe, then take off
sock.”

3.29 Theorem. Let f: A— Bandg: B — C be bijections. Then we have
(gof)™t=f"tog™".

ProoFr. We make repeated use of the associative law for composition of
functions:

(ftogolgof)=f"o(g o(gof)=f"o((g og)of)
=flo(ipof)=flof =iy

Similarly, check that (gof)o (f~'og™!) =ic. Now use Theorem 3.27. [

Exercises

1. Because (g of)(z) = g(f(x)) for all € dom f, the strict definition of
composition requires that f(z) € domg for all x € dom f. It is common
practice to be sloppy and not require this, with the understanding that the
domain of g of is the set of all z € dom f for which g(f(z)) makes sense.
For example, if f and g act on real numbers by the formulas f(z) =z —5

and g(z) = V& — 4, then
(gof)(x) =g(f(x) = (=5 —4=vz -9

hence domgof = {x | + > 9}. In each of the following cases, write the

formula for g of and compute its domain. (The domain of each given

function is understood to be the set of all real numbers for which the

formula produces a value.)

(a) flz) =2 g(z)=Vx

(b) flz)=Vz,  g(z)=2"

(©) f() =sinw,  g(x) = 1/2?

(@ f) = {”/2 pre
/4 ifzx¢Q

2. Express each of the following functions as a composition of two functions,

neither of which is the identity function.

g(x) =tanz
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(a) f(z) = (2*+ cosx)?
(b) f(x)=2°>—-Tzr+1
(c) f(z) =2*(10)*
(d) f(x)=5/x/x—1
(a) Give examples of functions f and g from R to R that do not commute

with respect to composition (not the example in the text, please).
(b) Give examples of functions f and ¢ from R to R (with f # g) that
do commute with respect to composition.
Suppose that f and g are different constant functions from S to S, where
S is a nonempty set. Show that fog# gof.

. If a,b € R, define a * b to be the result of rounding the product ab to the

nearest tenth. For example, 3.7 % 12.9 = 47.7. Verify that
(8.2%9.2) % 10.2 # 8.2 % (9.2 10.2)

(This exercise is here as a moral lesson: it warns us that this section’s
associative law actually requires proof. There are instances in which we
might wish for such a law but not have our wish granted.).

Just for fun, forget for a moment that you know the associative law for
composition of functions, and verify that fo(goh) = (fog)o h when
2?2 -5

fl) =sina®,  g(z) = h(z) = V3z

r+1

Suppose f: A — B and g: B — C' are functions.

(a) Show that if g of is injective then f is injective.

(b) Show that if g of is surjective then g is surjective.

In each part of this exercise, give examples of sets A, B, C' and functions
f:A— B and g: B — C satisfying the indicated properties.

(a) ¢ is not injective but g of is injective.

(b) f is not surjective but g of is surjective.

(Suggestions: Work with sets having at most three elements; draw pic-
tures.)

Define functions f and g from Z to Z such that f is not surjective and
yet g of is surjective.

In our statement of the cancellation laws (Corollary 3.28), the function
f was taken to be a bijection. Now we ask whether this condition is
essential.

(a) Are the cancellation laws valid when f is surjective but not injective?
Consider both laws, and in each case either prove that the law holds
for such a function f or give a counterexample.
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(b) Repeat part (a) with f injective but not surjective.
Let A= B =1{1,2,3,4}, and let f: A = B be the function

[ = {<17 3)7 (274)7 (37 2)7 (47 1)}

If f is a bijection, determine f~!. If f is not a bijection, show that it
isn’t.

The function f acts on real numbers according to the formula
f@) =2 +3

Determine the domain and range of this function, and give a formula for

=

Refer to Theorem 3.29. Instead of the rule given there, a natural dream

would be to have the rule (gof)™' =g 'of~!.

(a) Show that this statement can be made to fail solely on account of
incompatibility of domains and ranges.

(b) Give an example of a set S and bijections f and g from S to S, with
f # g, such that the dream comes true:

(fog)™ = fog™!

(c¢) Regain your senses by giving bijections from S to S such that

(fog)™ # ftog™

A function is a set of ordered pairs (satisfying certain conditions), so
the union of two functions f and ¢ is also a set of ordered pairs. It is
therefore reasonable to ask whether f U ¢ is also a function and, if it is,
to consider how its properties relate to the properties of f and g. This
exercise considers these issues.

Assume f: A — B and g: C' — D. All the examples requested in this
exercise can be produced using sets A, B, C, D that have at most two
elements each.

(a) Show that if ANC =, then (fUg): AUC — BUD.
(b) Give an example in which ANC # () and f U g is not a function.
(c) Give an example in which ANC # 0 and (fUg): AUC = BUD.

For the remaining parts, assume that f U g is a function from AU C to
BUD.

(d) Show that if f and g are surjective then f U g is surjective.
(e) Show that if f U g is injective then f and g are injective.
(f) Show that if f U g is a bijection then (f Ug)™' = f~tugt
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(g) Give an example in which f U g is injective.
(h) Give an example in which f and ¢ are injective but f U g is not
injective.
15. Prove the left and right cancellation laws (Corollary 3.28).
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FINITE AND INFINITE SETS

“No room! No room!” they cried out when they saw Alice coming. “There’s plenty

of room!” said Alice indignantly, and she sat down in a large arm-chair at one end
of the table.

LEWIS CARROLL

Alice’s Adventures in Wonderland

4.1 Cardinality; Fundamental Counting Principles

Learning to count is one of our first great intellectual triumphs. But what
exactly are we doing when we count? Can the process be generalized in a way
that lets us compare sets that are larger than numbers can describe? What
is meant by an infinite set? Are all infinite sets essentially the same size?
Exploring these mysteries (the topic of cardinality) is our central goal in this
chapter. As we proceed we will examine many of the fundamental princi-
ples of counting that we have viewed as intuitively obvious since childhood.
(Example: You have n objects, and you give some of them to a friend; then
you have given your friend at most n objects.) This will lay the foundation
for the many practical counting procedures that we will develop here and in
Chapter 5. In Section 4.5 we will use our work on functions and cardinality
to initiate the study of languages and automata, fundamental topics in the
theory of computation.

Two primitive shepherds want to determine whose flock is larger, but count-
ing is unknown to them. How can they proceed? Here is a way. They could
guide the flocks (call them A and B) into adjoining pens, then select one sheep
from A and one from B and link them with a cord. They would repeat this

L.J. Gerstein, Introduction to Mathematical Structures and Proofs, Undergraduate Texts in Mathematics, 141
DOI 10.1007/978-1-4614-4265-3_4, © Springer SciencetBusiness Media, LLC 2012
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pairing procedure until one of the flocks has been used up. If one of the flocks
has remaining unpaired sheep, that flock is larger; if no unpaired sheep remain
in either flock, then A and B are the same size.

Flock B is larger.

While we're on this subject we can all agree on one more assertion: If flocks
A and B are the same size and someone adds a sheep to A but not to B, then
A will have more sheep than B.

Now imagine that there is a hotel with infinitely many rooms along an
unending corridor: a first room, a second room, and so on. Imagine further
that there is a person occupying each room; so we can reasonably say that
there are exactly as many guests as there are rooms. You arrive at the hotel
seeking a room, and the manager tells you, “At the moment the rooms are
all occupied, but we always have room for one more.” Whereupon she speaks
into an intercom connected to all the rooms, saying, “At the sound of the bell,
each guest should step out into the corridor and move into the next room in
line.” This clears out the first room, and you have a place to stay. Notice
that although you thought you had enlarged the collection of guests by your
presence, there are still as many hotel rooms as there are guests. (Contrast
this remark with the closing assertion on the flocks of sheep example.)

Always room for one more. ..
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The two examples just discussed (particularly the second one) show that
the matter of set comparison—saying that one set has more, fewer, or the
same number of elements as another—involves some subtleties, and we will
now give a careful treatment of these ideas.

4.1 Definition. Sets A and B are said to have the same cardinality or
cardinal number if there is a bijection f: A — B. In this situation we also
say that A and B are equipotent sets, abbreviated A = B, or that they are
in one-to-one correspondence. The negation of this statement is written

A% B.
The following theorem provides three useful properties of equipotence.

4.2 Theorem. Let A, B, C be sets. Then
(a) A= A,

(b) Ax B = Br=A,

(c) A Band BC = A=C(C.

Consequently, if S is any collection of sets, then equipotence is an equivalence
relation on S.

ProoF. (a) The mappingis: A — A is a bijection.
(b) If f: A — B is a bijection, then sois f~': B — A.
(¢) If f: A— B and g: B — C are bijections, then so is gof: A — C.

Statements (a), (b), and (c) say (respectively) that the relation ~ on S is
reflexive, symmetric, and transitive; hence an equivalence relation. [

4.3 EXAMPLE. Let S be the set of seats at the Acme Theater, and let P be
the set of people waiting to be seated for the next show. The assertion P ~ 5
means that there is a seat for everyone, with no seats to spare. If P % §
then either there are too many people (no function P — S is injective) or, no
matter how the people distribute themselves in the seats, there will be empty
seats remaining (no function P — S is surjective).

4.4 EXAMPLE. Let X be a set with ten elements, let S be the set of all
seven-element subsets of X, and let T be the set of all three-element subsets
of X. Then S =~ T.

ProoF OUTLINE. Foreach A € S, let A" denote the complement of A in
X. Then A" € T, and the function S — T given by A — A’ is a bijection
from StoT. [O
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Intuitively, we usually view two equipotent sets as having the same size
or the same number of elements. But this notion requires refinement. For
instance, suppose we start with the set Z of integers and throw in the number
7. (That is, take the set Z U {n}.) On the one hand, because the new set
contains all the elements in Z and 7 as well, it would seem to be larger. But
do we know exactly what “larger” means? We’ll soon make it precise.

4.5 ExaMPLES. (a) Let E denote the set of even integers, and define a
function f: Z — E by f(n) = 2n. Then f is a bijection (check this),
and therefore Z ~ E. Notice the miracle here: We have taken Z, thrown
out half of it (namely all the odd integers), and we are left with a subset
E that is still in one-to-one correspondence with Z. Therefore Z is an
example of a set that, in a sense, is no larger than half of itself!

(b) If a,b € R, with a < b, consider the open interval
I"={zeR|a<ux<b}

Define f: I® — I} by
for—a
T —
b—a
If 1 < 25 then clearly f(x1) < f(x2), and so f is injective. Also f is surjective.
For suppose ¢t € I; then define x = a + t(b — a) and check that = € I? and
f(x) = t. Therefore I ~ I}. (Intuitively, f stretches or contracts I’ to cover
I} precisely.)

NI

n

A visit to the shrink

2

In particular, this result gives f/ ~ I}; so by Theorem 4.2 we obtain the

/2
equipotence [° ~ Iffr 2/2. But we know from trigonometry that the mapping
IZ 2/2 — R given by x + tanx is a bijection, and hence IZ 2/2 ~ R. Therefore,

again by Theorem 4.2, we have I° ~ R. Our conclusion:

(4.6) Every open interval, no matter how short, is in one-to-one correspon-
dence with the set R of real numbers. Therefore any two open intervals
have the same cardinality (even if one interval is properly contained in
the other).
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Define Ny = (0, and for each integer n > 1, define
N,={zreN|1<z<n}

Then clearly N,, C N,, whenever m < n.

4.7 Definition. A set S is said to be finite if S = () or S ~ N,, for some
n > 1; we write #0 = 0 and #S = n, respectively. (The expression #S
is verbalized as “the number of elements in S.”) A set is infinite if it is
not finite. To count a finite set S is to establish a bijection f: N, — S for
some n € N or to recognize that S is empty. (This is a precise mathematical
formulation of the counting process used by every elementary school child.)

The next few theorems on counting provide a useful exercise in humility.
In each case the intuitive formulation of the result is a statement that seems
obvious, yet the proof is challenging.

4.8 Theorem. Let n and m be nonnegative integers, with n > m.

(a) There is no injection from N,, to N,,, and hence N,, % N,,.
(b) If Ais a set and #A = n, then #A # m. (Intuitively: If a finite set is
correctly counted twice, the results will be the same.)

ProoF. (a) We use induction on n, starting with n = 1. If n = 1 then
m = 0, and there is no injection (indeed, no function) from N; to Ny, for
such a function would have to pair the element 1 in N; with an element
of Np; but since Ny = (), this is impossible.

Assume the result to be true when n = k; that is, if 0 < m < k there is
no injection from N to N,,,. Suppose there is an injection f: Np,; — N,
for some m < k + 1; we seek a contradiction. First note that we must
have m > 1, since (as in the case n = 1) no function exists from Ny, to
Ny = 0. Now let g: N,, — N,, be the bijection that interchanges m with
f(k+1) and fixes everything else; that is, define g by

fk+1) ifzx=m
g(x)=<m ifr=f(k+1)

T otherwise

(So g is just the identity mapping on N,, if f(k 4+ 1) = m.) Then the
function g of: Nyy; — N, is an injection, since f and g are injections,
and (g of)(k + 1) = m. Therefore the restriction (g of)|n, is an injection
from N; to N,,_1. But m — 1 < k, so the existence of such a function
contradicts the induction hypothesis. Thus an injection such as f cannot
exist, and this completes the induction argument.
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(b) If we had #A = n and #A = m, then we would have N,, ~ A ~ N,,, an
impossibility by part (a). [

4.9 Corollary (The Pigeonhole Principle). Let A and B be nonempty
finite sets, with #A > #B. Then there is no injection from A to B. Thus for
any function A — B, some element in B has at least two preimages. (Intu-
itively: If n pigeons fly into m pigeonholes and n > m, then some pigeonhole
receives at least two pigeons. Here the “pigeons” are the elements of A, the
“pigeonholes” are the elements of B, and “flying” is the pairing action of the
function.)

ProoOF. Suppose #A = n and #B = m, with n > m. Then there are
bijections f: N,, = A and g: B — N,,,. (Why?) If there were an injection
h: A — B, then the function

goho f: N, =N,

would also be an injection, contradicting Theorem 4.8. Therefore no such h
exists. [

4.10 ExaMPLES. (a) The game of musical chairs is played with n people
and n — 1 chairs. Each chair can hold only one person. The players
march around the chairs to music until the music is suddenly stopped,
whereupon each player attempts to sit in a chair. By the pigeonhole
principle, someone loses. (Let’s go through the argument carefully. The
pigeonhole principle says that there is no injection from the set P of n
players to the set C' of n — 1 chairs, so at least one player must remain
unseated in any attempt to seat everyone. On the other hand, if py is an
unseated player then #(P — {py}) = #C = n — 1. Therefore there is an
injection P —{po} — C, so there is only one loser in a given round of the
game.) The game now repeats with n — 1 players and n — 2 chairs, and
the foolishness continues until only one player remains: the winner.

(b) In any set of eleven integers, there are two whose difference is divisible by
10. Proof idea: by the pigeonhole principle, two of the integers have the
same right-hand digit, hence their difference is divisible by 10. (Here the
set A of “pigeons” is the given set of eleven integers, the set of “pigeon-
holes” is the set B = {0,1,...,9} of possible right-hand digits, and the
relevant function A = B takes each integer to its right-hand digit.)

(c¢) A cheese cube with 2-inch edges is finely chopped, and nine mice are each
fed one of the resulting crumbs. We claim that two of those crumbs were
at most /3 inches from each other in the original cube. To see this,
imagine the original cube partitioned into eight cubes with 1-inch edges,
as shown here:
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By the pigeonhole principle, two of the nine crumbs fed to the mice
must be from the same small cube, and those two crumbs are at most
as far apart as the little cube’s diagonally opposite corners. Invocation of
Pythagoras’s theorem completes the proof of the claim. (Check this.)

Recall that the symbol C denotes strict set inclusion, so if A C B, then B
contains at least one element not in A.

4.11 Theorem. Every subset of N, is finite; and if A C N,, then #A4 =m
for some m < n.

Before proving this theorem, we pause to note that our terminology and
notation make this theorem seem more obvious than it is, and it is in part the
job of terminology and notation to do this. (See the quotation from Alfred
North Whitehead on page 54). But the assertion “#A = m for some m < n”
has a precise meaning spelled out in 4.7, and there are details we must check
before we can call the assertion “obvious” with at least a moderately clear
conscience. A less suggestive notation would have made it more evident that
there is work to be done in order to prove this theorem. Consider the following
comment from Bertrand Russell (and compare it with the earlier statement
by Russell’s colleague Whitehead):

Symbolism is useful because it makes things difficult. Now in the beginning every-

thing is self-evident, and it is hard to see whether one self-evident proposition follows

from another or not. Obviousness is always the enemy to correctness. Hence we must
invent a new and difficult symbolism in which nothing is obvious.

PrRooF OoF THEOREM 4.11. It suffices to prove the second assertion.
(The first is an immediate consequence of it.) We use mathematical induction,
starting with n = 0.

If n = 0 the result is true because the set Ny = () has no proper subsets.
Now suppose the result is true when n = k, and consider a subset A C N ;.
We must show that #A = m for some m < k.

Case (1). Suppose k+1 ¢ A. Then A C Ni. If A =Ny then #A = k; and
if A C Ni the induction hypothesis yields #A = m for some m < k, and
we are done.
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Case (2). Suppose k+1 € A, Then A = {k + 1} U (A NNy), and
ANN, C N (since if ANNg = N we would have A = N, contra-
dicting the hypothesis that A C Ni,1). From the induction hypothesis, we
know that #(A N Ng) = s for some s < k — 1; thus there is a bijection
f: ANNp — N;. Now define a function g: A — Ny,y by

flz) ifze ANNg
g(z) = .
s+1 ifae=k+1

Then ¢ is a bijection (why?), and therefore #4 =s+1<k. O

The intuition underlying the last part of the proof of the preceding theorem
(specifically, the definition of ¢ in terms of f) is this: Suppose we have counted
a given finite set and found that it has s elements. If someone now tosses a
new element into our set, then instead of first counting the elements we have
already counted all over again we retain our record of the original count and
call the new element the (s + 1)st element.

The following result is understood and believed by every first-grade child on
the basis of experience: If you have a finite set of objects and you count some,
but not all, of the objects, then your answer will be less than the total number.
This is the intuitive meaning of assertion (c) of the following theorem.

4.12 Theorem. (a) Every subset of a finite set is finite.
(b) Every set containing an infinite set is infinite.
(c) If A C B and B is finite then #A < #B.

ProoF. (a) Suppose A C B and B is finite. Then from the definition of
“finite” there is a bijection f: B — N,, for some integer n. The restricted
function f| 4 is injective, and it is a bijection from A to f(A). By Theorem
4.11 we have f(A) =~ N,, for some integer m < n. Thus we have

A~ f(A) = N,

Therefore A =~ N,,, and so A is finite.
(b) Let A C B. In part (a) we proved the implication

B finite = A finite

The statement “A infinite = B infinite” is just the contrapositive of
this, so we are done.

(c) The proof is essentially the same as the proof of statement (a), except
that now f(A) C N,,. Check the details. [
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Before proceeding further, let’s display an infinite set for everyone to admire.

4.13 Theorem. The set N of natural numbers is infinite.

ProoF (by Contradiction). 1f N is finite then there is a bijection
f: N — N, for some natural number m. Pick any natural number n such
that n > m. Then f|y, is an injection from N, into N,,, and this is an
impossibility by Theorem 4.8(a). [

The following theorem, sometimes called the addition rule, is fundamental
for the act of counting finite sets. It may seem utterly obvious (because if Ann
has 5 coins and Bob has 3 other coins, then altogether they have 8 coins), yet
the proof—which uses the exact definition of what it means for a finite set
to have a specified number of elements—requires some work. On the bright
side, once the theorem is proved we can use the result forever with a clear
conscience.

4.14 Theorem. If A and B are disjoint finite sets, then AU B is finite and

#(AUB) =#A+ #B

ProoOF. Suppose #A =m and #B = n. Then there exist bijections
f*N,— A and g: N, =B

Now define a function h: N,,,, - AU B by

gli—m) ifm+1<i<m+n

h(@,):{f(i) if1<i<m

It is a short exercise to check that h is a bijection. Once this has been done,
it follows that #(AUB) =m+n=#A+#B. O

Recall that sets A;,...,A,, are said to be pairwise disjoint if
A;NA; = 0 whenever i # j.

4.15 Corollary. If Ay,..., A, are pairwise disjoint finite sets, then U!"; 4;
is finite and

# (UAZ) = #A + -+ #A,
=1
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ProOF OUTLINE. When m = 1 we have U_; A; = A, so here the theorem
asserts that #A4; = #A;, which is true (since A; ~ A;). The case m = 2 is
covered by Theorem 4.14, and the general case follows by induction on m. [

4.16 Corollary. If A and B are finite sets (not necessarily disjoint), then
AU B is finite and

#(AUB) =#A+#B —#(ANDB)
ProoF. Express AU B as the union of three pairwise disjoint sets:

B

A

AUB=(A-B)U(ANB)U(B - A)

J/

N~

A
(The Venn diagram for A U B leads naturally to this decomposition.) Then
#AUB)=#(A—B)+#(ANB)+#(B - A) (by Corollary 4.15)
— A= B) + #(ANB)] + (B — 4) + #(AN B —#(4 B)
#A #B
This gives the result. [

A more intuitive argument in support of 4.16 goes as follows. We start
our computation of #(A U B) by first adding the number of elements in A
to the number of elements in B; this assures that all elements of AU B are
included in our count. Then, upon noticing that the elements in A N B have
been counted twice, we subtract #(AN B) from the sum. Corollary 4.16 is an
instance of the inclusion—exclusion principle, a general formula for the number
of elements in the union of a finite number of finite sets. (We’ll consider the
case of three sets in Exercise 7 at the end of this section, and the general case
in Chapter 6).

4.17 Theorem. If #A =m and #B =n, then #(A x B) =mn

PrRooOF OUTLINE. If A = () then also A x B = (), and the result follows
from the fact that #0 = 0. Otherwise we have A = {ay,...,a,}, say, and
then A x B = U™, ({a;} x B), a union of m pairwise disjoint sets, each with
the same cardinality as B. Apply Corollary 4.15. I

Theorem 4.17 provides the following fundamental counting principle:
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A shop offering m ice cream flavors and n flavored sauces can serve mn kinds of ice
cream sundaes.

Here is a rather technical-sounding extension of Theorem 4.17 that has an
intuitive interpretation making it an extremely important tool in the solution
of many practical problems.

4.18 Theorem. Let A = {ay,...,a,}; and for each i satisfying 1 < i < m,
let B; be a set with #B; = n. Then

# (UL, ({ai} x By)) = mn

Intuitive Interpretation. Suppose two choices are to be made in suc-
cession. If there are m possibilities for the first choice and, once the first choice
has been made, n possibilities for the second—independent of the outcome of
the first choice—then there are mn possibilities for the ordered pair of choices.

Proor. Put S; = {a;} x By, for 1 <i < m. Then the sets S; are pairwise
disjoint (why?), and for each ¢ we have #5S; = n. The conclusion now follows
from Corollary 4.15. (As for the intuitive interpretation, view the a; as the
possible initial choices; and, having chosen some a;, view the elements of B;
as the possible second choices. Then the elements of U, ({a;} x B;) are the
possible ordered pairs of choices.) O

4.19 ExaMpPLEs. To estimate the weight of a typical goldfish in a tank
of 100 fish, it is decided to sweep a one-fish net through the tank until a
fish is caught, record the weight of the captured fish, and then repeat the
whole process once more. (The average of the two weights will be used as the
estimate.)

(a) If the first fish is dropped back into the tank before the next selection
is made, then by 4.18 there are 100 x 100 = 10,000 possibilities for the
ordered pair of fish being chosen. (This is an example of sampling with
replacement: there is the possibility that the same fish will be chosen
twice.)

(b) If the first fish is kept out of the tank while the second fish is selected,
then there are 100 x 99 = 9,900 possibilities for the ordered pair. (This
is sampling without replacement.)

(¢) Now suppose there are two tanks of fish, each with 100 fish, and one fish
is to be chosen. How many possible choices are there? This situation is
covered not by 4.18 but by Theorem 4.14, which tells us that there are
200 fish in all, and so 200 is our answer.
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Now we can extend our discussion to decision procedures of arbitrary
length. Recall from Chapter 3 that if n is a positive integer, an n-tuple
(ay,...,a,) is a sequence of length n. (See Exercise 12 in Section 3.2 for an
alternative definition.)

4.20 Definition. Let A;,..., A, be sets. The Cartesian product
A x - x A,

is the set of all n-tuples (aq,...,a,) such that a; € A; for 1 <1i < n.

The following generalization of Theorem 4.17 can be proved by induction
on n; we omit the details.

4.21 Theorem. Suppose Aj,..., A, are finite sets, with #A;, = m; for
1 <7 <n. Then the Cartesian product A; x --- x A, is also finite, and

#H(A; x - X Ay) =mymg---my,

There is also a natural extension of Theorem 4.18, as follows.

4.22 Product Rule. Suppose that n consecutive choices are to be made.
Suppose further that there are m; possibilities for the first choice, and that
for each k satistying 2 < k < n, there are my, possibilities for the kth choice,
no matter how the first & — 1 choices were made. Then there are exactly
mims - - - m,, possibilities for the sequence of n choices.

4.23 EXAMPLE. A state motor vehicle bureau has decided that all automo-
bile license plates must have exactly seven characters. The bureau directors
agree that the characters will be chosen from the English alphabet or from the
numerals 0,1, ...,9, but the directors are still discussing whether the charac-
ters should satisfy some further conditions. In each of the following cases we
will determine the number of licenses that satisfy the given condition.

(a) Each character can be any letter or numeral.
(b) The first three characters are letters and the last four are numerals.

(c) Three consecutive characters (not necessarily the first three) are letters
and the others are numerals.

(d) Exactly three characters are letters and the others are numerals.

(e) Suppose the agreement that each license will have exactly seven characters
is abandoned. Instead it is decided that a license must have at most seven
characters, and each character can be any letter or numeral. (No car will
get a blank license.)
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SorLuTION. (a) Since there are 26 letters and 10 numerals, there are 36
possibilities for each character. (This is evident; but the underlying the-
orem is 4.14.) By 4.22 (with n = 7 and m; = 36 for 1 < i < 7), we see
that there are 36" possible configurations.

(b) Here there are 26% possible letter configurations and 10* numeral config-
urations, so there are (26%)(10*) possibilities in all.

(c) First it must be decided which character (counting from the left, say) will
be the first one to be a letter; there are five such possibilities, and this
choice dictates the locations of the other two letters. Once this decision
has been made, there are (26%)(10%) possibilities for the characters, by
the same reasoning as in case (b). So altogether there are 5(26%)(10")
possibilities.

(d) Once it is decided which three places will hold the letters, as before there
will be (26%)(10*) possible choices. In how many ways can we choose the
three positions out of seven in which to insert the letters? In Chapter 5,
when we discuss combinations, we will see that there are 35 ways to do
this. Accepting this for now, our present answer is (35)(26%)(10%).

(e) Imagine the one-character plates in one pile, the two-character plates in
a second pile, and so on. By the argument in case (a), we see that the
kth pile will have 36* plates. Altogether this gives a grand total of

36 + 362 + 36% + 36* + 36° + 36° + 367

possibilities.

4.24 EXAMPLE (for Card Players). A straight hand in poker consists of five
cards in consecutive numerical order, for example,

3,4,5,6,7 and 10,J,Q, K, A
are straights. (Suits are irrelevant.) How many straights are there in all?

SorLuTIiOoN. There are ten possibilities for the lowest numerical value of a
card in a straight. (An ace can have numerical value 1 or 14.) Once that lowest
number has been determined, there are four cards in the deck corresponding
to each of the five relevant numerical values. Therefore there are (10)(4°) =
10,240 straights in a poker deck.

Exercises

Throughout this exercise set, the letters A, B, C', D will denote sets. Do not
assume them to be finite unless that condition is given explicitly.
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(a) Write a brief explanation of what it means to count a finite set. Your
answer should be understandable to a fourth grade child who has
never heard of functions.

(b) Express the meaning of statement 4.2(c) in a form accessible to an
elementary school child who has never heard of functions.

Let L and M be lines in the zy-plane. Prove that L ~ M. (Suggestion:
First show that every line is equipotent to R.)

(a) Exhibit a bijection from Z to the set of all integers that are 2 more
than a multiple of 5.

(b) Write a formula for the inverse of the bijection in part (a).
Prove the following statements.

(a) Ax B Bx A

(b) f A~ C and B~ D then A x B~ C x D.

(c) (AxB)xC=~Ax(BxC(C)

(d) If w is any element then {w} x A ~ A.

. Exhibit specific bijections that prove the following statements.

(a) [0,1] =~ [2,7]

(b) Z = the set of even natural numbers.

(c) [0,2m) ~ {(z,y) | 2* +y* = 1}

Define a bijection from the interval [—2, 8] onto the interval [3, 5].

(For students who have had differential calculus) Outline the argument
showing that the mapping ]Z 2/2 — R given by z +— tanx is a bijection.
(This fact is used in Example 4.5(b).)

Suppose that m and n are positive integers, with m < n, and assume
#A = n. Prove that the number of m-element subsets of A is equal to
the number of (n — m)-element subsets of A. (Example 4.4 and Theorem
4.14 may help you.)

If A, B, and C are finite sets, write a formula for the number of elements in
AUBUC. Your formula may use addition, subtraction, and intersection,
but not union. (Suggestion: A double application of 4.16 will do the job.
Alternatively, draw a Venn diagram and think about it.)

A study of 115 breakfast eaters shows that 85 also eat lunch, 58 use dental
floss regularly, and 27 subscribe to a morning newspaper. Among those
who also eat lunch, 52 floss regularly and 15 get the morning paper, and
10 lunch eaters both floss and get the paper. Four flossers neither eat
lunch nor get the paper.

(a) How many of those in the study neither eat lunch, nor floss regularly,
nor get the morning paper?
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(b) How many of those who use dental floss regularly also get the morning
paper?
(¢) How many of those who get the morning paper neither use dental
floss regularly nor eat lunch?
11. Prove that if Ay, A, ..., A, are finite sets, then U | A; is finite and in fact
#(Ur A < #A1+ -+ #A,. (Use induction on n.)

For Exercises 12, 13, and 14, imagine that you are familiar with the set of non-
negative integers, but that you have never heard of the operations of addition,
subtraction, and multiplication.

12. Define the sum of nonnegative integers m and n as follows. Take disjoint
sets A and B, with #A = m and #B = n, and define

m+n=#(AUDB)
(a) Show that if a different pair of disjoint sets A; and By are used, with

#A; = m and #B; = n, then the same value of m + n will result.
(b) Show that the associative law of addition,

(m+n)+p=m+(n+p)

is a consequence of the definition of addition given in this exercise.
(Here m, n, and p are understood to be nonnegative integers.)

13. Let m and n be integers with n > m > 0, and define the difference n —m
as follows. Take sets A and B such that #A =m, #B =n, and A C B;
then define

n—m=+#(B—A)

(Here the “minus” sign on the left is the symbol being defined; the “minus”
sign on the right denotes set difference.) Show that with “—" as defined
here and “4” as in the previous problem, the following equation holds:

m+(n—m)=n

14. Let m and n be nonnegative integers, and define the product mn as follows.
Suppose sets A and B are such that #4 = m and #B = n; then define

mn = #(A x B)

(a) Show that it follows from this definition that mn = nm.

(b) Show that from the definition of product given here and the definition
of sum in Exercise 12, it follows that

m(n + k) = mn + mk

when m, n, and k£ are nonnegative integers.
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15.

16.

17.

18.
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(a) Show that in any group of eight people there are two (at least) who
were born on the same day of the week.

(b) How large a group of people must we consider in order to be sure that
at least n of them were born on the same day of the week? (Here n
is a positive integer.) Explain.

Define a codeword of length three to be a three-digit string of Os and 1s.

For instance, 011 and 101 are codewords.

(a) Show that there are eight codewords of length three.

(b) Define the distance between two codewords to be the number of
digits in which they differ. For instance, the distance between 011
and 101 is 2. Show that there does not exist a set of five different
codewords of length three, each of which has distance of at least 2
from each of the others. (Do not attempt to list all the five-element
sets of codewords and eliminate them one by one. Instead, proceed by
contradiction: suppose there s such a set, use the pigeonhole principle
to show that at least three of these five codewords have the same first
digit, and then go on to consider the second and third digits of these
three codewords to deduce a contradiction.)

A camper’s afternoon at Camp Sweatless begins with an hour of dabbling
in one of seven art media, followed by attendance at one of the camp’s nine
films, and then consumption of a massive “snack.” (The camper chooses
one from a menu with seventeen possibilities.)

(a) How many variations are possible in an afternoon’s fun schedule?

(b) Suppose that a new camp director is appointed who allows each
camper the additional freedom to choose the order of his or her ac-
tivities (for example, perhaps first a movie, then a snack, then art).
How many variations are possible under this new arrangement?

The well-known mail order retailer M. M. Pease carries men’s shirts in
seven different sleeve lengths and five different collar sizes; and for women’s
shirts (these are shaped differently from the men’s) there are eight different
sizes and four different collar styles. (Don’t be concerned with colors here.)

(a) How many variations in shirt construction are there altogether?

(b) Suppose the men’s shirts can be purchased with two or three initials,
or without initials. How many varieties of men’s shirts are there in
all, if you count two shirts as different if they are identically sized but
have different initials? (And count differently sized shirts as different.)

(c) Ome quarter of all the varieties of women’s shirts can be purchased
with a pocket as an extra feature. Counting these as different from
the shirts without pockets, how many different women’s shirts are
there?
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19. Ten people are in a room, and each person shakes everyone else’s hand.
It is argued that altogether 90 handshakes have occurred, because each of
ten people shakes nine hands, making 90 in all. Do you agree? Explain.

20.

21.

22.

23.

Suppose there are two 100-fish tanks, and one fish is to be chosen from
each tank.

(a)

(b)

How many ways are there to make the selection, assuming that the
order in which the fish are chosen is irrelevant? (That is, all that
matters is which two fish are chosen, not which is chosen first.)

How many ways are there to make the selection if order is relevant?

Let AZ denote the set of all functions from B to A.

(a)

(b)

(c)

Suppose #A = m and #B = n. Then use the counting principles of
this section to show that

H(AP) ="

Assuming that #4 = m and #B = n, determine the number of
injections from B to A. Here you will need to use the fact (to be
proved in Chapter 5) that if n < m, the number of n-element subsets

of an m-element set is
m)!

n! (m —n)!
(Challenging) Without any restrictions on the sets A, B, C, show

that
(A x B)Y ~ A® x B

Suppose ~ is an equivalence relation on an infinite set S, and sup-
pose the relation partitions the set into a finite number of equivalence
classes. Deduce that some equivalence class must contain an infinite
number of elements.

Suppose ~ is an equivalence relation on an infinite set S, with no
further conditions. Must some equivalence class be infinite?

Without writing anything down, convince yourself that in any set of
15 people there will be three people born on the same day of the week;
and in a set of 22 people there will be four born on the same day of
the week.

With part (a) in mind as a model, state (without proof) a generalized
version of the Pigeonhole Principle involving functions from a set of
mn + 1 elements to a set of m elements.

Show that if f: A — B and by, by are distinct elements of B, then

FHb) N k) =0
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(d) Prove the generalized Pigeonhole Principle that you stated in part
(b). (Suggestion: Consider a proof by contradiction. Part (¢) may be
useful.)

4.2 Comparing Sets, Finite or Infinite

Our focus in this chapter up to now has been the measurement and compari-
son of finite sets. The strategy has been to assign to each set a number that
represents the set’s size and then to compare sets by comparing their associ-
ated numbers. But the size of an infinite set is not represented by a number.
So, while our intuition might lead us to declare that every infinite set is larger
than every finite set, our methods thus far will yield only knitted brows when
we contemplate comparing one infinite set with another. Our first goal in this
section is therefore to reformulate our criteria for comparing set magnitudes
so that we can compare any two sets, finite or infinite; and we want to do
this in a way that is consistent with what we have achieved so far in the finite
case. We will see that just as finite sets come in different sizes, so do infinite
sets; and in fact there are infinitely many different levels of infinity! (Our brief
taste of infinite sets in Example 4.5 might have led us to believe otherwise.)
At the end of the chapter we will have a look at the impact of some of these
remarkable concepts on theoretical computer science, when we briefly consider
languages and the problem of language specification.

We begin with a slightly unnerving but useful lemma that shows the empty
set to possess surprising vigor.

4.25 Lemma. If A is any set, then () is an injective function from () to A.

Proor. First we show that () is a function from () to A by checking the
conditions of Definition 3.2. We have ) C () x A (in fact, ) = ) x A). Moreover,
for every element x, the conditional statement

rell = (x,y) € forexactly oneye A

has a false hypothesis and is therefore true. Thus () satisfies Definition 3.2 and
is a function from () to A.
The proof of injectivity has a similar flavor: the statement

11,2 €0 and O(z) =0(z2) = 1=,

is true because its hypothesis is false. [

The following theorem provides the key to our broadening of the criteria
for set comparison in order to accommodate infinite sets. The proof freely
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uses the basic properties of bijections and inverse functions. (See especially
Theorem 3.24 and the material following 3.25.)

4.26 Theorem. Let A and B be finite sets. Then

(a) #A < #B <= There is an injection from A to B,
(b) #A=#B <— A=~ B,
(¢c) #A < #B <= There is an injection but no bijection from A to B.

ProoFr. Write #A = m and #B = n. So there are bijections
S g
N,, > A and N, > B

(a) If m < n there is an injection j: N,, — N,,. (For instance, take j to be the
inclusion mapping; see Example 3.3(a). Or use Lemma 4.25 if m = 0.) Then
the mapping

A gojof~t B
is an injection, as desired. Conversely, if h: A — B is an injection, then so is

-1
g~ ‘tohof
—>

N, N,

and therefore m < n by Theorem 4.8.

Now to prove statement (b), repeat the proof of (a) using “=" in place of
“<” and “bijection” in place of “injection.”

Finally, we check (c). Assume m < n. If there were a bijection h: A — B,
then the map g-'ohof: N,, — N, would also be bijective, and this
is impossible by 4.8. The converse is an immediate consequence of statements
(a) and (b). O

Notice that the conditions in Theorem 4.26 on the right side of the “«<="
symbols make sense whether or not the sets A and B are finite. Accordingly,
we can use these conditions to rewrite our criteria for set comparison, with full
confidence that they will be consistent with the criteria we have been using
for finite sets.

4.27 Definition. Let A and B be sets, finite or infinite. Define the expres-
sions #A < #B, #A = #B, and #A < #B by statements (a), (b), and (c),
respectively, in the preceding theorem.

The expressions defined in 4.27 are read as if they are relations between
numbers (which they are, as we have seen, when the sets are finite). For
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example, the second expression is read, “the cardinality of A is less than or
equal to the cardinality of B,” or, more casually, “The number of elements in
Ais....” Intuitively, the expression #A < #B means that B is larger than
A, because the existence of an injection A — B tells us that there are enough
elements in B to pair each element of A with a different member of B, while
the fact that no injection is surjective means that after any such pairing, there
are elements of B left over.

We have given meaning to the statement #A < #B (and the other state-
ments in 4.27) without explicitly defining the symbol #A4 when A is infinite.
(To do so would take us deeper into the foundations of mathematics than we
intend to go here.) Is this really so strange? After all, it is possible to demon-
strate that one object weighs less than another without knowing the weight of
either. (See the following picture.) We have merely generalized the criterion
of comparison used by the primitive shepherds discussed at the start of the
chapter.

How to compare two walruses

It is natural to suppose that the standard laws of numerical inequalities
extend to expressions such as those in 4.27. Indeed, it is easy to see that for
every set A we have #A < #A, since the identity mapping is an injection
from A to A. We also have

#A<#B and #B < #C — F#A<#C,

for the hypothesis provides injections A = B and B = C, whose composi-
tion is injective by 3.24(a). But to handle the strict inequalities we need the
following theorem, proved independently by E. Schroder and F. Bernstein in
the 1890s. We omit the proof,* but we remark that if the sets involved are
finite, the theorem is an immediate consequence of the pigeonhole principle.
Incidentally, we will continue to write A ~ B instead of the slightly longer
#A = #B; there is no harm in this since the expressions are equivalent.

*For a highly readable version see P. R. Halmos, Naive Set Theory (New York: Springer-
Verlag, 1974).
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4.28 Schroder—Bernstein Theorem. Let A and B be sets. Then
#A<#B and #B<#A — A=xB

4.29 ExaMPLE. Consider the open interval (0,1) and the closed interval
[0,1]. We claim that
[0,1] ~ (0, 1)

(Intuitively, this says that attaching the two endpoints to the open interval
has no effect on the “number” of elements present.) The Schréder—Bernstein
theorem tells us that to verify the claim, it suffices to construct an injection
from each of the given intervals to the other. First notice that since we have
(0,1) € [0,1], the inclusion mapping (0,1) — [0,1] is a readily available
injection. (Recall Example 3.3(a).) In the other direction, we map [0, 1] into
(0,1) according to the following scheme:

shrink shift right
I | I | I, ]
[ 1 [ 1 I 1
0 1 0 1 1 0 1 3 1
2 4 4

More formally, define f: [0, 1] — (0,1) by the formula

z 1

fle)=5+7

and check that f is injective. It follows that [0, 1] ~ (0,1), by the Schréder—
Bernstein theorem. Notice that the theorem tells us that there exists a bijec-
tion between the two intervals, but it does not spell out an explicit formula
for such a bijection (and neither of the injections we have mentioned is sur-
jective). Suggestion: try to construct a bijection from [0, 1] to (0,1). (We will
come back to this in Exercise 4 at the end of this section.)

4.30 Theorem. Let A, B, and C be sets. Then
(a) #A < H#B < #C = H#HA<H#C
(b) #A < #B < #(C = H#A<H#C
(c) #A< #B < #(C = H#HA<H#C

[If the sets in the theorem are not all finite, then these alleged inequalities
are not numerical inequalities of the high-school variety. (They just look like
them.) Instead, they are assertions about the existence and nonexistence of
certain functions, as spelled out in Theorem 4.26 and Definition 4.27. So there
really is something to prove here.]
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ProoFr oF (a). The hypothesis and the fact that the composition of two
injections is an injection give #A < #C'. So it remains to prove that A % C,
and we do this by contradiction.

If in fact A ~ C then there is a bijection C' — A; and the hypothesis
#B < #C provides an injection B — C'. Then the composition B — C' — A
is injective, so #B < #A. But the hypothesis #A < #B implies the weaker
statement #A < #B, and therefore the Schroder—Bernstein theorem gives
A ~ B. This contradicts the hypothesis #4 < #B. So the assumption
A ~ C must be discarded, and the inequality is strict: #A < #C'. Proofs of
(b) and (c) are similar and are left as exercises. [

The careful comparison of infinite sets is outside the range of our childhood
experience, and our intuition is no longer completely reliable. For example,
it might seem as though all infinite sets are equipotent, because of our vague
sense that there are always enough elements in one infinite set to accommodate
the needs of another; but this is not the case, as the next theorem shows. This
theorem was proved by Georg Cantor (1845-1918), whom we first encountered
in Chapter 3 (see Example 3.19). Cantor’s results on infinite sets in the
last quarter of the nineteenth century startled the mathematical world and
infuriated much of it, and led to a reexamination and reconstruction of the
foundations of mathematics.* Recall from Chapter 2 that the power set P(.S)
of a set S is the set of all subsets of S; so “member of P(S)” and “subset of
S” are synonymous expressions.

4.31 Cantor’s Theorem (I). Let S be a set with power set P(S). Then
#5 < #P(5)

ProoF. First note that if S = 0, then P(S) = {0}, so #S = 0 and
#P(S) = 1, and the inequality is valid.

Now suppose S # ). To prove the theorem, the definition of “<” requires
that we show the existence of an injection and the nonexistence of a bijection
from S to P(S). Define a function g: S — P(S) by setting g(z) = {z} for
each z € §. Then g is injective, since

g(x1) = g(r2) = {m}={22} = x1 =1

This proves that #S < #P(5).
It remains to prove that there is no bijection from S to P(S). Suppose, to
the contrary, that there is such a bijection f. Then for each x € S we have

*David Hilbert(1862-1943), another great mathematician, later called set theory “a paradise
created by Cantor from which nobody will ever expel us.”
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f(z) € P(5); that is, f(x) is a subset of S. Thus either z € f(z) or x ¢ f(x).
Define

E={reS|x¢f(r)}

Then E is a subset of S; that is, £ € P(S). Since f is onto P(S) (remember,
f is a bijection), there is an element z € S such that f(z) = E. Now, is the
statement “z € £ true or false? Observe:

ze B <= z¢ f(2) (from the definition of F)
= z¢FE (since f(z) = F)

This is madness. That is, the assumption that f is a bijection has led to an
impossibility: a statement that is equivalent to its negation. Therefore no
such bijection can exist. [

The following astonishing result is a corollary of Cantor’s theorem: Not
only are there infinite sets (for example, N), but there are higher and higher
levels of infinity. In particular:

4.32 Corollary. #N < #P(N) < #P(P(N)) <#P(P(P(N))) <---.

Exercises

1. (a) Supplement Lemma 4.25 by showing that the “empty function”
0:0— A

is surjective if and only if A = 0.

(b) Show that for any set A, the empty function is the only function from
0 to A.

2. Someone deduces that the following statement is a consequence of the
Schroder—Bernstein theorem: “If there is an injection f: A — B and an
injection g: B — A, then each of these injections is a bijection.” Either
show that this is a consequence of the theorem or give a counterexample
to the statement.

3. Prove Theorem 4.30(b).

4. In Example 4.29 we deduced the equipotence [0, 1] ~ (0, 1) by invoking the
Schroder—Bernstein theorem, but we didn’t actually construct a bijection
[0,1] — (0,1).
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(a) Verify that the function h given by the following scheme is such a

bijection:

no1

00— =
2

1 1 :
——> for each integer n > 1
n n+2
T —>x otherwise

(b) The function h in part (a) acts on [0, 1] in a way that resembles the
strategy of the hotel manager at the start of the chapter. How?

5. Let A, B, and C' be sets. For each of the following, either prove the
statement or give a counterexample.
(a) #(A—B) <#A
(b) #A<#B = #(AxC) <#(BxC)
(c) #(A—-B) <#B

6. Show that if #A < #B then #P(A) < #P(B).

7. Let I denote the closed unit interval [0, 1]; then I x I is the closed unit
square. (Here “closed” means that the boundary points are included.)

(0,0) (1,0)

Show that I x I ~ I. You may use (without proof) the fact that every
nonzero real number can be written in a unique way as a nonterminating
decimal, that is, a decimal without an infinite string of zeros on its right
end. (For example, we can write .38000... = .37999....) Suggestion: In
mapping I x I to I as part of the solution, “shuffle” the decimal represen-
tations of the two coordinates.

8. (a) Use Cantor’s theorem to deduce that n < 2" for every nonnegative
integer n.

(b) Prove that n < 2™ for every nonnegative integer n, using mathematical
induction instead of Cantor’s theorem.
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4.3 Countable and Uncountable Sets

4.33 Definition. A set S is said to be countably infinite if N ~ S; that
is, if there is a bijection from N to S. And a set is said to be countable or
denumerable if it is finite or countably infinite.* A set that is not countable
is called uncountable, uncountably infinite, or nondenumerable.

In the language of Chapter 3, a set S is countable if there is a finite or
infinite sequence whose terms are the elements of S. Thus, to show that a
set is countable, it suffices to exhibit a procedure for listing its elements, and
for this it is sufficient to start the list and to exhibit a method for picking
the successor of any element on the list. (See the material on definition of
sequences by recursion in Section 3.2.)

4.34 ExaMPLE. Show that the set Z of integers is countably infinite.

PARTIAL SoLuTION. The set Z is infinite because it contains the infinite
set N. (See Theorems 4.12(b) and 4.13.) To show that Z is countable, we will
first informally list its elements, then determine a function that makes our
listing process precise. It’s easy to start such a list: 0, 1, —1, 2, —2, 3, —3,
and so on. In more detail:

Position on list Listed element
1 0

NG LRI N
|
N

The relation between the left column and the right column is formally de-
scribed by the function f: N — Z defined by

n/2 if n is even
fy =" e
—(n—1)/2 ifnisodd
Checking that f is a bijection will complete the solution.

*Terminology varies slightly from book to book. Some authors use “countable” or “denu-
merable” to mean what we have called “countably infinite.”
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The following theorem explains the “always room for one more” principle
in the hotel-with-infinitely-many-rooms discussion.

4.35 Theorem. If A is finite and B is countable then A U B is countable.

ProovF. First notice that if B is finite then AU B is finite (by 4.16) and
hence countable.

Now suppose B is countably infinite. Observe that AUB = (A — B) U B.
Here is a corresponding Venn diagram:

A B

8

AU B (original version)

The set A — B is finite because it is a subset of the finite set A. Moreover,
A — B is disjoint from B. If we now relabel by writing A instead of A — B, we
see that our proof will be complete if we verify the following statement: If A
is finite and B is countably infinite and A N B = (), then AU B is countably
infinite.

AU B (revised version)

For this it suffices to show that there is a bijection AU B — N. Since A is
finite and B is countably infinite, there are bijections

f: A= N, forsomen >0, and g: B—N.
Now define h: AU B — N by

) f(=) ifreA
(*) h(x)_{n—i-g(x) ifreB

Intuitively we sense that h shifts the image of g to the right on the real line
in order to make room for the image of f, just as the guests filling the rooms
of the infinite hotel moved down the hall to accommodate a new arrival.

We claim that h is the desired bijection. First note that since A and B
are disjoint, there is no ambiguity about which line of definition (x) applies to
any given element x. (We say that h is well defined by the given formula.)
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Injectivity. For all zq, x5 € B, we must verify the implication
h(zy) = h(zy) = x1 =1
Case (1). Suppose z1, x5 € A. Then
h(z1) = h(zs) = f(z1) = f(x9) (by definition of h)
= 11 =1 (since f is injective)
Case (2). Suppose x1, 9 € B. Then
h(z1) = h(za) = n+g(z1) =n+g(x) (by definition of h)
— g(x1) = g(x2)
= I =1 (since g is injective)

Case (3). Suppose ;7 € A and 25 € B (so x; # x3). Here we have
h(zq) = f(x1) < n, while h(z2) = n+ g(xs) > n+1, and so h(xq) # h(zs).

Surjectivity. Let k € N. If 1 < k <n then

k= f(x) = h(a)

for some x € A, since f: A — N, is surjective. If K > n+ 1 then k =n+t
for some t € N. Therefore k = n + g(x) = h(x) for some z € B, because
g: B — N is surjective. [

Before proceeding with the discussion, let’s touch again on the adjective
“well defined” introduced in the preceding proof. Suppose A is the set of all
living people, and we try to define a function f: A — N by

1 if 2’s name is Daniel
f(x) =<2 if x weighs > 150 pounds

3 otherwise

Then f is not well defined, since the formula pairs someone named Daniel
who weighs > 150 pounds with more than one element of N.

The following two-part theorem is useful in the study of infinite sets. We
leave the proof for a later course in set theory.

4.36 Theorem. (a) Every subset of a countable set is countable.
(b) Every infinite set contains a countably infinite subset.
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Proofs of bijectivity are at the heart of most counting arguments, no matter
how informal they may seem: injectivity guarantees that nothing is counted
more than once, and surjectivity guarantees that everything is counted. Nev-
ertheless, as the proof of Theorem 4.35 shows, the arguments can be long
and they tend to have many cases, corresponding to different sections of the
underlying Venn diagram. From now on most proofs of bijectivity will be
omitted or only informally sketched. In each instance, supplying the details
is a worthwhile exercise.

Now we will prove the countable analogues of some of our earlier results on
finite sets.

4.37 Theorem. If A and B are countable sets then A U B is countable.

ProoF. As in the proof of Theorem 4.35, we can write A U B =
(A — B) U B. Notice that A — B is countable, by Theorem 4.36(a). Also,
we can assume that A — B and B are both infinite, since otherwise Theorem
4.16 completes the proof for us. Now relabel by writing A instead of A — B.
We sum up this groundwork as follows: without loss of generality, it suffices
to prove that if A and B are disjoint countably infinite sets, then A U B is
countably infinite.

We know (from Examples 4.5 and 4.34) that the set E of even integers
is countably infinite. Similarly, if £’ denotes the set of odd integers, the
bijectivity of the mapping Z — FE’ given by n — 2n — 1 shows that E’
is countably infinite. Our hypothesis that A and B are countably infinite

therefore guarantees the existence of bijections A L Eand B % E'. Now
take the union of f and ¢ as sets of ordered pairs.* Because the function f
pairs the elements of A with elements of E, and ¢ pairs the elements of B
with elements of £’ then the function f U g pairs the elements of AU B with
elements of £ U E’ (which is Z). Moreover, since AN B = (), there is no
ambiguity about the image of each element of AU B. Explicitly, the function

fUg: AUB — FUE =17
is given by the formula

) f(x) ifzeA
(ng)(x)—{g(w) ifreB

or pictorially by

*See Exercise 14 in Section 3.3 for further exploration of the properties of functions obtained
as unions of given functions.
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A N B
U
B . S B

Since f and ¢ are bijections onto £ and E’, respectively, and E N E' = (), it
follows that f U g is a bijection. Therefore, since Z is countably infinite, so is
AuB. O

From Theorem 4.37, a short induction argument yields the following.
4.38 Corollary. If Ay,..., A, are countable sets, then U} | A; is countable.

To facilitate the reading of the next proof, recall that a prime number is
an integer p > 1 having no factorization of the form p = ab, where a > 1 and
b > 1 are integers. (Examples: 2, 3, 5, 7, 11, 13, 17, 19, 23 are the first few
primes.) The Fundamental Theorem of Arithmetic is the following statement:
FEvery integer n > 1 can be written in exactly one way as a product of prime
numbers. (We proved part of this in Theorem 2.74, and we will complete the
proof in Chapter 6.) That is, if n = pips -+ - pr = q1¢2 - - - ¢, where the p’s and
¢’s are primes, then r = s and the p’s and ¢’s are equal (though perhaps listed
in different order).

4.39 Theorem. (a) N x N is countably infinite.
(b) If A and B are countable then A x B is countable.

Proor. (a) The function N — N x N constructed in Example 3.19 is a
bijection, from which the result follows. Here’s another proof. Define
f:NxN—= N by

f(m,n) =2m3"
By the Fundamental Theorem of Arithmetic, it follows that f is injec-
tive; so, since f(N x N) is an infinite subset of the countable set N, it is
countably infinite by Theorem 4.36(a). Hence there is a bijection ¢g from
f(N xN) to N, and the composition g o f is a bijection from N x N to N.
Therefore N x N is countably infinite.

(b) If A and B are finite, we're through by Theorem 4.17. If A = {a4,...,a,}
and B is countably infinite, then

AxB= ({1} x B)U---U ({a,} x B)



170 = CHAPTER 4 FINITE AND INFINITE SETS

Since {a;} x B =~ B, via the bijection with action (a;,b) +— b, each set
{a;} x B is countably infinite, so invocation of 4.38 completes the proof.
Finally, suppose A and B are both countably infinite; then there are
bijections f: A — N and g: B — N. It follows that the mapping from
A x B to N x N given by

(a,b) = (f(a), g(b))

is also a bijection (check this), so A x B ~ N x N. But N x N is countable,
and therefore A x B is countable also. [

Notation. The symbol XN is often used to denote the cardinality of a count-
ably infinite set. (N is aleph, the first letter of the Hebrew alphabet; and X,
is read “aleph naught.”) That is, the statement “A is a countable set” is
symbolically represented by

#A =N

With this notation, the infinite cases of Theorems 4.37 and 4.39(b) become
this:

If #A = #B =N, then #(AUB) =R, and #(A x B) = ¥,

(Compare this with the properties of finite sets in 4.16 and 4.17!)

Before you read the next theorem, draw two copies of the real line, mark
off the positive integers on one of them and the rational numbers on the other
(the rationals will constitute a “fuzz” seeming to fill up most of the line),
and consider which set is larger. Meditation on this theme will add to your
appreciation of the theorem, which tells us that there is actually a one-to-one
correspondence between the two sets. (Also see Example 3.26 for some related
discussion.)

4.40 Theorem. The set Q of rational numbers is countable.

Proo¥F. First write Q = QT U {0} UQ~, where QT and Q~ denote the
sets of positive and negative rationals, respectively. Clearly QT ~ Q~ (the
mapping = — —z does the job), so by 4.38 it will suffice to show that Q% is
countable.

Every positive rational number can be written in exactly one way in the
form a/b, where a and b are positive integers with no common prime factors.
(We say the number is “in lowest terms.”) With this notation, we define
f:Qt — NxNbya/b (a,b). This function is injective, so QT ~ f(QT). By
Theorems 4.39(a) and 4.36(a) we know that f(Q7) is countable, and therefore
sois Q. O
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An explicit listing of Q can be carried out as follows. First imagine QF
displayed in a rectangular array as shown here, omitting fractions that are not
in lowest terms (so each rational number appears only once).

~
~
~

/

~

-1 1 111 1 1
AABAS5 T T 8
2 Y2 2
AL A5 7
33 /3 3 3 3
AAS 15 T
4" /4 4 4
A7 3 57
5 5 5 5 5 5 5
A231 673

Then QT can be listed by moving down the diagonals in succession. Now
take a similar list for Q™ (just negate each entry in the listing of QT), merge
the two lists by alternately choosing from one list and then from the other,
and precede the whole business with zero. This produces a listing of Q:

1 1 1 1
Oa 17 _17 25 9 2a _27 3 _5737 _37

W
|
wWIN
[\eJ %)
|
[\eJ %)

N
N

We conclude this section with a proof of the uncountability of the real
numbers. The proof is very close to the proof of 3.19, in that Cantor’s diago-
nalization method again provides the key. We will also need to accept (without
proof) the following fact about real numbers:

Every nonzero real number has a unique representation as a nonterminating decimal.
(If a number has a decimal representation of finite length, reduce the last nonzero
digit by 1 and append an infinite string of 9s. For example, 2.38 = 2.37999....)

4.41 Cantor’s Theorem (II). The set R of real numbers is uncountable.
Proor. It suffices to show that the open unit interval
I={zeR|0<z<1}

is uncountable, since we saw earlier (in 4.6) that R ~ I; and we will achieve
that by showing that there is no surjection N — I. (Otherwise stated: every
list of numbers from [ is incomplete.)
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Let f: N = I be any function. Then f determines a list of nonterminating
decimals:

f(l) - '\a<1\1a12a13(114 .

\

f(2) = -a21\6@2a23ag4 ..

f(3) = .a31a32\a33a34 ..

Here a;; is the jth decimal digit of f(z). Now define a number
m = .mimams ... as follows:

2 if Qi = 1,
m; =

Then m € I; and for each ¢ € N we notice that f(i) # m, since f(i) and m
differ in the ith decimal place. (That is, the decimal expansion of m nowhere
intersects the diagonal of the array.) Therefore m ¢ f(N); that is, f is not
surjective. [

4.42 Corollary. The set of irrational numbers is uncountable.

ProoF. Let S denote the set of irrational numbers; then R = QU S. If S
were countable then R would also be countable, in contradiction to Theorem
4.41. O

4.43 ExaMPLE. Since QQ is countable, the set Q x Q, consisting of all the
points in the xy-plane that have rational coordinates, is also countable. We
will use this fact to sketch a proof of the following remarkable geometric fact:

If A and B are distinct points in the xy-plane and not in Q x Q, then
A and B can be connected by a path that contains no points in Q x Q.

Proo¥r. Let L denote the perpendicular bisector of the line segment AB.
It is easy to believe (and prove) that L ~ R. Now for each point X € L let
Px denote the path AX U X B connecting A to B.



4.3. COUNTABLE AND UNCOUNTABLE SETS =« 173

Py —AX UXB

We claim: Some path Px contains no points in Q x Q. Suppose, to the
contrary, that for each X € L we have (Q x Q)N Py # (). Then we can define
a function f: L — Q x Q by assigning to each X € L a point in (Q x Q) N Px.
Notice that if X and Y are different points on L, then A and B are the only
points shared by the paths Px and Py. It follows from this that f is injective.
But this is impossible, because L is uncountable and @Q x Q is countable. [l

Exercises

1. Express the set Z of integers as the union of three countably infinite
subsets that are pairwise disjoint.

2. Imagine a hotel with infinitely many rooms. One stormy night a countably
infinite crowd of weary travellers arrives, seeking shelter. They are also
seeking privacy: no two of them will share a room. Upon arriving at
the hotel, they learn that the rooms are full. Can the hotel manager
accommodate this mass of would-be guests? Explain in detail.

3. This exercise presents a pair of pigeonhole principles for infinite sets.

(a) Show that if a countably infinite set is partitioned into a finite number
of blocks, then at least one of the blocks is countably infinite.
(b) Repeat (a), but with “countably infinite” replaced by “uncountable.”

4. Answer true or false, and justify: If A is countable and B is a finite subset
of A, then A — B is countable.

5. Show that the integers that are 3 more than a multiple of 7 constitute a
countable set.
6. Prove Corollary 4.38.
7. (a) Show that the set N x N can be expressed as the union of a countably
infinite family of countably infinite sets.
(b) Use part (a) to prove that a union of countably many pairwise disjoint
countably infinite sets is countably infinite.
8. Without attempting to supply all the details, argue convincingly that the
union of a countably infinite family of countable sets is countable. Do
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10.

11.

12.
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not assume the sets to be pairwise disjoint. (A reasonable solution to this
exercise would be to outline a procedure for listing the elements of the
union under consideration.)

Show that on the real line R, the collection of all closed intervals with
rational endpoints is a countable set.

Suppose a pairwise disjoint family of intervals on the real line is given.
Assume that none of the intervals is just a single point. (For instance, the
degenerate interval [5,5] = {5} does not belong to the given family.) A
partial picture:

L 1 L 1 ( ) I 1
L 1 \ 1 U L 1

Outline a proof of the fact that this family of intervals is a countable
family.

Here’s an opportunity for you to give another proof of the fact that N x N
is countably infinite. Define g: N x N — N by

g(m,n) =2""12n —1)

and use the Fundamental Theorem of Arithmetic to show that ¢ is a
bijection.

(For readers who have had calculus) If you try to mark all the points on
the real line that correspond to rational numbers, and thereby draw a
“picture” of Q, you will find yourself marking so many points that they
will seem to fill up most of the line. (For instance if you were to mark all
the points corresponding to rationals with denominator 1,000,000, the line
would appear virtually completely marked.) The purpose of this exercise
is to show that this impression is dramatically false.

Since Q is countable, its members can be listed:

Q={q,¢.q,...}

(a) Surround ¢; by an interval I; of length 1/2. (The precise location of
I, is not important.) Then surround g, by an interval I of length
1/2? = 1/4. Continue in this manner, covering each ¢, by an interval
I,, of length 1/2". (Some of the intervals will overlap, and that is
acceptable.) What is the “total” of the lengths of all these intervals,
and what does this tell you about the size of QQ as a geometric object?

(b) Now let € denote a small positive number (the smaller the better),
and again cover the rationals by intervals; but this time cover each g,
by an interval of length €/2". Again find the “total” of the lengths of
all these intervals. Now what do you conclude about the size of QQ as
a geometric object?
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(c) Why have there been quotation marks around the word “total” in
this exercise?

13. (Refer to the result of Exercise 12.) Imagine that you are going to throw
a dart at the xy-plane; in this fantasy include the assumption that the tip
of the dart will hit exactly one point P. Peer pressure demands that you
bet on one of the following three possibilities:

(a) Neither coordinate of P will be rational.

(b) Exactly one coordinate of P will be rational.
(c¢) Both coordinates of P will be rational.
What is your best bet? Explain.

14. Prove that in the xy-plane there is a circle centered at the origin that
passes through no points whose coordinates are both rational numbers.

15. Prove that there is a line in the xy-plane that passes through no points
whose coordinates are both rational. (Suggestion: Let P be a point with
at least one irrational coordinate. Consider the lines through P.)

4.4 More on Infinity

The purpose of this brief section is to give another characterization of infinite
sets. History tells us that infinite sets were the source of considerable con-
fusion and anxiety among nineteenth century mathematicians. Perhaps the
reader has experienced a similar response to the subject. Why should this
be? Probably because we grow up counting finite sets, and when we leave
that realm we are at a loss for where to begin. Our definition of an infinite
set earlier in this chapter reflected that despair by saying, in effect: A set is
infinite if no natural number has the “strength” to measure its size.

Now let’s seek a more positive description of infinity. We have seen that a
finite set cannot be put into one-to-one correspondence with a proper subset.
On the other hand, we have exhibited examples of infinite sets for which the
opposite is true, and it turns out that this is exactly the property needed to
characterize infinite sets. We remark that the following theorem’s statement
was used as the definition of an infinite set by R. Dedekind and C. S. Pierce
in the 1880s.

4.44 Theorem. Let S be a set. Then

S is infinite <= S a9’ for some S’ C S.

ProoF. First assume S =~ S’ for some S’ C S; we must show S is infinite.
If S were finite we would have

N,~S~S~N,,
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for some m < n. But this is impossible, by Theorem 4.8, so S must be infinite.
Conversely, assume S is infinite. Then by Theorem 4.36(b), S contains a
countably infinite subset C' = {¢y, ¢o,¢3,...}. Define f: S — S by

f(Cl) = C9; for all c € C
flz)==x forall z ¢ C

Then f is a bijection of S onto the proper subset

S,:S—{Cl703,C5,...} O

4.5 Languages and Finite Automata

Languages are used by people and computers, and perhaps also by porpoises
and other creatures. Computer programs, solutions of mathematical prob-
lems, and proofs of theorems are finite lists of statements in a language; and
statements are suitably designed finite lists of symbols. If we want to un-
derstand what kinds of problems are solvable, and perhaps have a means of
measuring the complexity of those problems before seeking a solution, we had
better have a clear understanding of the nature and limitations of the language
in which we are working. This is a matter of great importance in mathematics
and computer science, as well as in psychology and linguistics.

Mathematical modeling of real-world phenomena is often an enormously
difficult task. We begin by extracting some essential features of the sub-
ject under study and ignoring others. Thus, for example, we may find our-
selves studying feathers falling in a vacuum, apples twirling from weightless
strings, and balls rolling over frictionless surfaces. Similarly, a simplest pos-
sible mathematical definition of “language” must ignore matters of pronun-
ciation, style, grammar, and nearly everything else that makes a language
interesting. What’s left? Just this: a language is a collection of strings of
symbols from some alphabet. The purpose of this section is to formulate this
idea in the mathematical framework required by theoretical computer science
and to have a brief look at a procedure for specifying languages by means
of finite automata. At the heart of all this material are sets and functions,
which play a key role in mathematical modeling. And the relevance of infinite
sets and countability makes the subject of languages and automata especially
appropriate for inclusion in this chapter.

4.45 Definition. An alphabet X is a finite nonempty set.

4.46 ExaMPLES. {#}, {a,b,c,...,z}, and {0, 1} are alphabets.
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4.47 Definition. Let n be a nonnegative integer. A word or string w of
length n over the alphabet ¥ is a function w: N,, — ..

If w is given by i ¥ a;, for 1 < i < n, then w is usually written as a string
of symbols:
w=4a...ay

On the other hand, if n = 0 then w = (. (To see this, recall that Ny = ()
and review the first part of the proof of Lemma 4.25.) In this case w is called
the empty string, and we will denote it by € (epsilon). Our intuition is that
€ denotes a string of no symbols. Thus, if we are waiting for printed output
from a computer but the printer remains silent, instead of saying “no output”
we say “output €.”

4.48 ExampPLES. Words of length three over the alphabets in 4.46 are,
respectively,

MMM, zap, 001

The empty string is the only string of length zero (no matter what alphabet
is in use).

The set of all words over ¥, including the empty word, is denoted X*
(pronounced “sigma star”). If w € ¥*, the symbol |w| denotes the length of
w.

4.49 Theorem. If ¥ is an alphabet then ¥* is countably infinite.

PrROOF OUTLINE. Let ¥ = {sy,...,s;}. Then X* contains the countably
infinite subset {si, s151, 815151, ...}, and therefore #(X*) > X;. Now we can
give a method for listing ©*. Just as our English alphabet comes equipped
with an ordering (a precedes b, and b precedes ¢, and so on), we can impose
an ordering on X by declaring that s, precedes sy, and s, precedes s3, and so
on. Call this the lexicographic ordering of ¥. We now list ©* as follows:
we start with €, then list words of length 1 (think of these as the symbols in
¥}) in lexicographic order, then the words of length 2 in lexicographic order,
then the words of length 3, and so on. This produces the list

€,51,82,...,5t,5151,5152,...,51S5¢ty...,5t51,S5¢t52,...,StS¢,
~~ 7 ~~ 7
length 1 length 2
§18181, 515189, ..., StStSE, e
length 3

If the words are read in this order, then any given word in ¥* will eventually
be reached. Therefore ¥* is countable. [
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4.50 Definition. Let ¥ be an alphabet. A subset L C ¥* is called a
language over ..

4.51 Theorem. Let X be any alphabet. Then there are uncountably many
languages over ..

ProoF. The set of all languages over X is just the power set P(¥*). By
Cantor’s theorem (4.31) we know that #(X%) < #P(X*). But #(3%) = ¥,
by 4.49, and this completes the proof. [

How can we describe a language? There are many ways to do this, but each
of these ways can be transcribed into a succession of statements made up of
symbols from the world’s keyboards; and each such succession of statements
can be viewed as a word (perhaps a very long word) over this finite set K
of keyboard symbols, that is, as an element of K*. But K™ is countable.
Thus there are only countably many possible descriptions of languages and
uncountably many languages. The philosophical conclusion: Not all languages
are describable. Therefore the best we can do is to describe some languages,
with the hope that we can describe some useful ones. This is a central topic in
computer science (and linguistics). For instance, if we are to design a computer
that acts in accordance with the instructions we provide it, we must have a
precise way of specifying the language of those instructions.

Is the expression

(%) Celui fromage de la parce que maintenant

a legitimate French sentence? If the reader knows no French, then an approach
to this question might start by determining that the alphabet of the expression
is the correct one, that the words are listed in a reputable French dictionary;,
and that they are organized in accordance with the rules of French grammar.
(This last step may be no picnic.) There is a simpler way to investigate: take
it to someone fluent in French, and ask whether the expression is acceptable.

Similarly, given a language L, suppose that a computer can be constructed
that will accept a statement if and only if that statement is in L. Then a
symbol string alleged to be in L can be tested by putting it into the machine
and seeing whether it is accepted. Conversely, suppose we take a computer
and tinker with it (perhaps by modifying its hardware in a haphazard way,
or by infecting its memory with a bizarre program), in effect obtaining a new
machine M; then we can define a language L(M) to be the set of all strings
that M will accept.

Our approach to languages in this section will be that of the previous
paragraph, emphasizing the linkage between languages and machines; except
instead of an actual computer we will use a primitive mathematical model of
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a computer, designed to “read” strings over a given alphabet ¥ and “accept”
them or not according to whether they satisfy certain criteria. (The quota-
tion marks reflect our initial discomfort in attributing human activity to a
mathematical construction; from now on they will be omitted.)

Let’s write down the essential features of a machine designed for the purpose
of language recognition. Picture yourself sitting in front of a computer. There
is a keyboard filled with symbols; we call that collection of symbols the alphabet
3. The overall condition of the machine’s components at a particular time
(including, for example, the configuration of data in the memory and the
display on the monitor) is called the state of the machine at that time; thus
the machine has a finite set S of states. When the machine is turned on and
prepared to receive its first piece of input, we say that the machine is in its
initial state o € S. In general, typing in a symbol from > may change the
state (perhaps modifying what is in the memory, or altering the display on
the monitor), depending on what is typed and the state just before typing.
This change occurs in a deterministic way; that is, for every state ¢ € S and
symbol o € 3, the ordered pair (¢, c) determines a unique new state, which
we will denote by 6(q,0). (We know the machine is not working properly if
an ordered pair (¢,0) determines different states at different times.) For the
purpose of language recognition, there must be a subset F' of S such that
whenever the machine is in a state in F', we can say that the machine has
accepted the data we have just entered.

Now we can give the formal definition that ties all this together into a
single mathematical package. Notice that the definition is unencumbered by
any connection with physical reality and depends only on the basic notions
of set theory. (We need no electricity, no disks, and no incomprehensible
750-page manual.)

4.52 Definition. A finite automaton (or finite-state machine) is a
five-tuple
M = <S72757q07F)

where

S is a finite nonempty set (the set of states);

Y is a finite nonempty set (the alphabet);

J is a function from S x ¥ to S (the transition function);
go € S (the initial state);

F' is a subset of S (the set of final states).

4.53 ExaMPLES. (a) Consider an automaton M that reads the alphabet
Y. = {a, b}, and suppose there are two states: S = {qo, ¢1}. Let gy be the
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only final state (that is, ' = {qo}), as well as the initial state. Assume
that reading a always causes a state to change [more formally: Vq € S,
d(q,a) # q], while reading b has no effect. The transition function ¢
corresponding to this response pattern can be represented by a table,
which follows. The rows are labeled (on the left) by the states of S, and
the columns (on top) by the symbols from Y. The state appearing at the
intersection of row ¢ and column o is §(q, o).

ocla b
q
do @1 4o
q1 G 1

David wakes up in the morning and checks the weather. If it is sunny he
goes fishing; if it is rainy he goes to the movies. He is happy if he sees
a good movie or if he finds that the fish are biting; otherwise he is sad.
Not every input condition will change David’s state; for example, if he has
gone to the movies or if he has just awakened, then he is unaffected by
the activities of the fish. Once David’s mood is set, it doesn’t change. His
criterion for “accepting” the day is that the events make him happy. We
represent David’s situation by the automaton M = (S, X, 0, qo, F'), where

S = {wakeup, fishing, movies, happy, sad}
Y. = {sunny, rainy, biting, not biting, good movie, poor movie}

qo = wakeup

F = {happy}

and the transition function ¢ is given by the following table:

o not, good poor
q sunny  rainy biting biting movie movie

wakeup | fishing movies wakeup wakeup wakeup wakeup
fishing | fishing fishing happy  sad fishing  fishing
movies | movies movies movies movies happy sad

happy | happy happy happy  happy  happy  happy
sad sad sad sad sad sad sad

Remember: an alphabet can be any finite nonempty set. So, for instance,
“biting” is a symbol in our alphabet in this example.
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A finite automaton in one of its states

It is hard to get an intuitive feeling for the operation of an automaton M
by looking at the table of its transition function. It is usually more insightful
to represent M by a graph called a transition diagram or state graph.
The graph is a collection of points (called vertices or nodes), one for each
state in S, together with a set of directed arcs (called edges), each labeled by
a symbol from X. If ¢; and ¢, are states of M and o € ¥, then an edge

-~ o T

a1 q2

in the diagram indicates that M goes from state ¢, to state ¢o upon reading o;
that is, 0(q1,0) = ¢2. The vertex of each final state is circled in the diagram.
For example, the automaton in 4.53(a) has the following state graph:

a1
(4.54) o a
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And here is a state graph for 4.53(b):

(4.55)

To avoid congestion in this diagram, we have omitted the labels on edges corre-
sponding to inputs that don’t cause a state change. (These are the unmarked
loops at each vertex.)

Up to now our automata have been able to read only one-symbol words,
and it is time to correct this reading disability. (We are viewing the elements
of 3 as one-symbol words, so that ¥ C ¥*.) More formally, we want to extend
the transition function ¢ to a function

Sx¥Y 5§

Let w € ¥*; say, w = 0y . ..0,. How should we teach M to read w when M is
in state ¢? The answer: First read oq, which takes M into state (¢, o1). Then
read o9, which produces state (5(5(q, 01), 02); call the resulting state d(q, o103).
In general, having defined 6(q, oy . .. 0},), define

(4.56) 5(q,01...0k0k41) = 5((5(q, o1...0k), 0k+1)

This recursion tells M how to read every string of length 1 or greater, starting
in any state ¢. Finally, define

6(qe)=q Vqe s

(That is, the state of M doesn’t change if we give it no input.) This completes
the extension of our original transition function ¢ to a new function, also
denoted 4, from S x ¥* to S: so we have taught M to read any element of
»*. From now on, the symbol § will always denote the extended transition
function that we have defined here.

Now that each of our automata can read any word over its associated
alphabet, we can endow each of them with the ability to accept some of what
it reads.



4.5. LANGUAGES AND FINITE AUTOMATA « 183

4.57 Definition. Let M = (S,%,4,qo, F) be a finite automaton, and let
w € X*. We say that M accepts w if 6(qy,w) € F. (In words: M accepts
w if M goes from its initial state to some final state upon reading w.) Define
the language accepted by M to be the language

L(M) = {w € ¥* | M accepts w}

4.58 ExAMPLES. (a) Let M be the automaton represented by diagram

(b)

4.54. Then L(M) is the set of all words over the alphabet {a,b} that
have an even number of a’s.

With M as represented by 4.55, an element of L(M) is a string over X
satisfying one of the following sets of conditions:

1. There is an occurrence of “sunny” that has no occurrence of “rainy”
anywhere preceding it; and “biting” occurs somewhere after that
“sunny,” without “not biting” in between.

2. There is an occurrence of “rainy” that has no occurrence of “sunny”
anywhere preceding it; and “good movie” occurs somewhere after that
“rainy,” without “poor movie” in between.

Some automata are completely tasteless, and others are impossible to
please. To be precise, let M = (S,%,d,qy, F). If ' = S then L(M) = ¥*;
if F'={ then L(M) = 0.

Let ¥ = {a,b}, and let M have the following platypus-like transition
diagram:

a q1 a
’ ~
20 QQ

b
b

Then L(M) consists of the empty string together with all strings of even
length whose symbols alternate between a and b, starting with a and
ending with b. Thus,

ababab . ..ab € L(M)

Now let’s construct an automaton M that excludes the empty string but
otherwise accepts the same language as the one in (d). We can insist on an
initial “syllable” ab by making the following modification of the preceding
automaton:
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(f) We seek an automaton M such that
L(M) = {w € {a,b}" | no two consecutive letters in w are the same}

The following diagram gives an appropriate M:

Notice that in every completed state graph, each vertex has exactly one
edge emanating from it corresponding to each alphabet symbol. For if no
edge from ¢ were marked with o, then (g, o) would not be defined by the
graph; and if two edges from ¢ were marked with o, then 0 would not be
well-defined. (That is, d(g, o) would have two different values, which is taboo
because ¢ is a function.)

We are likely to find that networks of long and multi-claused sentences
result from an attempt to describe a complex language verbally. And if such
a description is all we have for a language, it can be a real challenge to check
a particular string to see whether it satisfies the criteria for membership. But
once we know a transition diagram for the language, it is a triviality to test a
particular string’s membership credentials.

4.59 Definition. A language L is regular if L = L(M) for some finite
automaton M.
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The preceding examples display several regular languages, without formally
proving regularity. Proving that a particular language is or is not regular can
be a difficult matter, and we will only touch briefly on the subject here. It
can be shown that every finite language is regular. (We omit the details,
but to get the flavor of the argument try this exercise: draw the graph of a
finite automaton M with alphabet ¥ = {a,b,c}, having the property that
L(M) = {cab}. Then do Exercise 5 at the end of this section.)

The situation for infinite languages is considerably more complicated. The
Pumping Lemma, which we are about to examine, is an important tool for
proving that certain languages are not regular. First we need some notation
and terminology. If ¥ is an alphabet and = and y are words in ¥*, then the
concatenation of x and y, denoted xy, is the word obtained upon following
x by y. Thus if x = cat and y = nips, then zy = catnips. Concatenation of
a word with itself is usually abbreviated with exponential notation; so with x
and y as just given, the concatenation denoted z?y3x is shorthand for

catcatnipsnipsnipscat

4.60 Pumping Lemma. Let ¥ be an alphabet, and let L C ¥* be an infi-
nite regular language. Then there are strings z, v, z in ©*, with y # ¢, such
that for every n € N the string xy"z belongs to L.

ProorF OUTLINE. Because L isregular, there is a finite automaton M such
that L = L(M), and let’s suppose that M has exactly k states. Since L is
infinite, there is a word w € L of length greater than k. Now, when M reads
the symbols of w, it shifts from state to state; and, since w has more letters
than M has states, there must be some state ¢ that M enters twice during
the reading (by the pigeonhole principle).

Thus there are strings x, y, z, with y # ¢, such that w = zyz (so the
strings x, y, z can be viewed as “syllables” of w) and such that M is in state
q before and after reading y. Then M also accepts the longer word zyyz;
for, after reading the middle section yy, the machine is in state ¢, and then
reading z takes M into an accepting state. (We know this from the fact that
M accepts w.) More generally, an induction argument shows that M accepts
every word of the form xy"z for n € N. Therefore every such word belongs to
L (since L consists of precisely those words accepted by M), and the argument
is complete. [

4.61 ExampLES. (a) Consider the language L C {a,b}™ consisting of all
strings formed by following a string of a’s with a string of b’s of the same
length:

L={a"b"|n>0}
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We assert that L s not regular. If we suppose otherwise, then by the
Pumping Lemma there exist strings z,y,2 € {a,b}™, with y # ¢, such
that xy"z € L for all n > 0. But y cannot be a string of a’s, since
otherwise when n > 1 the string zy"z would have more a’s than b’s and
hence not belong to L. Similarly, ¥ cannot be a string of b’s. Finally, if
y were to have both a’s and b’s, then the string xy?z would not have the
form ab", and therefore it could not belong to L. So the assumption that
L is regular has led to a contradiction, and the assertion is verified.

In this example our intuition is that no finite automaton has enough
memory to keep count of an arbitrarily large number of a’s in order to
check that each string of a’s is followed by a string of b’s of the same
length. To accept L, a more sophisticated piece of “hardware” called
a pushdown automaton is used. Roughly speaking, this is an automaton
with an expandable memory modeled after the plate-stacking devices used
by cafeterias.

Consider the patterns of parentheses used in arithmetic expressions. For
instance, the expression

((a+b)c+d(ab))f + (g9)(ac+b)

has the parentheses pattern

(0000

and can be understood; whereas
a+(c+d))+ f(g+c(d((

has the parentheses pattern

()) (C((

and leaves us confused. Define L to be the set of acceptable parentheses
patterns. (We won’t write a formal definition.) So

Lc{.q"

It can be shown that L is not regular; therefore no finite automaton has
the capacity to scan every arithmetic expression and check whether its
parenthesization is legitimate. As in part (a), a pushdown automaton can
do the job. Alternatively, we can use an automaton with a countably
infinite number of states, diagrammed as follows:
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If an upper bound on the expression lengths is given in advance, then
a finite automaton can be constructed that will accept the legitimate
parenthesizations.

In addition to their work as language acceptors, automata also have im-
portant applications in other aspects of computer science, particularly in the
analysis of algorithms and in the study of the field called computational com-
plexity.

Exercises

1. Let x = ay...a, and y = by ...b, be strings over the alphabet . Then
the concatenation xy is the string a;...a,,b;...b,. Give a more formal
definition of the concatenation xy as a kind of function, in the manner of
Definition 4.47.

2. Suppose ¥ = {a,...,z}, our usual alphabet with its standard lexico-
graphic order. In the listing for ¥* given in the proof outline for Theorem
4.49, in what position on the list will we find the word dog? (Note: Re-
member to start your list with the empty word.)

3. If Ly and L, are languages, define the concatenation L, L, of L; and Lo
to be the language consisting of all words of the form wywsy with w; € L;.

(a) Describe the concatenation LL of a language L with itself.
(b) Give an example of a language L having the property that L C LL.

(c) Assume that L, and Ly are regular languages; say L; = L(M;). Show
that the concatenation LqLs is also regular. Your argument needn’t
include all the technical details. Just give an informal verbal descrip-
tion of how one can use M; and M, to construct an automaton M
such that Ly Ly = L(M).

4. Describe the language accepted by the automaton with this state diagram:
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b a

s 8

Explain briefly. Then go on to assert (without proof) some general prin-
ciple that this example supports.

5. Imagine that the rectangle in this figure

a
¢ /Qb
qs °

d9 b d10

covers up the transition graph for a finite-state machine M, and assume
that gs, q9, q10 are not states of M. Now consider a new machine N whose
transition graph consists of the hidden graph together with the visible
graph in the figure. How are the languages L(M) and L(N) related?
Explain.

6. Under what condition(s) on a finite automaton M is the empty string
accepted by M?

7. Suppose L; and Ls are regular languages over the alphabet ¥ = {a,b};
say, Ly = L(M;) and Ly = L(M,), where M; and M, are finite automata.
Assume that every string in L, starts with a, and every string in Lo starts
with 0. Without proof, but with some explanation, give a way to use the
transition diagrams of M; and M to construct a transition diagram for
an automaton M such that

L(M) = Ly U Ly

8. In each case, describe the language accepted by the automaton with the
given transition diagram.
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9. In each of the following parts, give a state graph for a finite automaton
that accepts the described language in {a, b}™.

(a) The set of all words that start with a (as we read from left to right).
(b) The set of all words that end with b.

(c¢) The set of all words that have exactly one b.

(d) The set of all words that have exactly two b’s.

(e) All the words with an even number of a’s.

(f) All the words in which three consecutive b’s don’t occur.

10. In the proof of Theorem 4.49, we gave a procedure for listing the elements
of ¥* based on a given ordering for ¥. The resulting ordering of ¥* is
called the lezicographic ordering of X*. For the purpose of this exercise,
think of ¥ as our standard alphabet:

Y ={a,b,c,...,z}

(a) The words in a dictionary are listed in what we will call alphabetic
order. Explain the difference between alphabetic order and lexico-
graphic order as the terms are being used here.

(b) Could the proof of Theorem 4.49 have been carried out by listing the
words in alphabetic order?



CHAPTER

COMBINATORICS

Let me count the wheys.
LiTTLE Miss MUFFET

5.1 Combinatorial Problems

Imagine that you are gathering data for a major report on the government’s
economic policies. An influential friend arranges for your access to the most
up-to-date files in the Bureau of the Census. Because the report is due in a
few days, you are hoping that these files will give you the information you
need to complete your report. Unfortunately, the files contain raw data that
has not been organized or cross-referenced in any way; there is no way you can
extract enough coherent information in the available time. You lose your job.
Moral: having a set is not enough for most purposes; we must understand its
structure.

In this chapter our focus will be on topics from the branch of mathematics
known as combinatorics, a subject concerned with counting, selection, and
arrangement. These are processes by which we organize sets so that we can
interpret and apply the data they contain. Generally speaking, combinatorial
questions ask whether a subset of a given set can be chosen and arranged in a
way that conforms with certain constraints and, if so, in how many ways it can
be done. As we proceed we will extend and refine the counting procedures
introduced in Chapter 4, but our concern here will be almost entirely with
finite sets. As we have seen, counting the elements of a set can be a difficult

L.J. Gerstein, Introduction to Mathematical Structures and Proofs, Undergraduate Texts in Mathematics, 191
DOI 10.1007/978-1-4614-4265-3 5, © Springer SciencetBusiness Media, LLC 2012
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task. While we can all count a tubful of marbles, given the time and the will,
it is another matter to count a set that has not presented itself to our senses.

We have already discussed some combinatorial topics: we counted the sub-
sets of finite sets in Chapter 2; we chose systems of distinct representatives in
Chapter 3; and we considered the product rule and countability questions in
Chapter 4. (Showing that a set is countable can amount to giving a procedure
for arranging the elements of that set in a line.) Combinatorics also includes
the theory of permutations and combinations and probability theory. These
topics have an enormous range of applications in pure and applied mathemat-
ics and computer science. For example, combinatorial methods can be used to
estimate the time and storage requirements of complex computer programs.
Combinatorics also deals with questions about configurations of sets: families
of finite sets that overlap according to some prescribed conditions; the concept
of systems of distinct representatives, that we dealt with briefly in Chapter 3
was such a topic. Finally, consider a set for whose elements there is a notion of
“connection,” “linkage,” or “getting from one element to another”—and here
think perhaps of a network of cities and roads, or perhaps a set of websites
with links from some sites to others in the set. The study of such structured
sets is called graph theory, and we will get a taste of that important area of
combinatorics in the chapter’s final section.

Here are some representative combinatorial problems.

5.1 ExaMmpPLEs. (a) Ten people are seated in a ten-seat row in a movie
theater, one person per seat: say p; is in seat 1, py is in seat 2, and so
on. Trouble begins when p; is offended by ps and insists that p, move
to seat 10. Meanwhile p3 falls in love with pgs and demands to sit on
pg’s right. A few other such needs are expressed, and after some heated
discussion a configuration is agreed upon that will make everyone happy.
Someone offers a valid plan whereby the rearrangement can be carried out
in 14 steps, where each step consists of two adjacent people getting up
and switching seats. Then someone offers a second plan in which only 11
such switches are needed to achieve the same result, but there isn’t time
to check the details before the movie begins. Should they try the second
plan?

(b) A standard checkerboard has eight rows and eight columns of squares,
and the squares are alternately black and white. Suppose we remove
the two diagonally opposite white corners from the board. Can we cover
the remaining squares with dominoes? (Assume that each domino is a
rectangle that covers exactly two squares, and also assume that dominoes
are not allowed to overlap.) This one is easy, so we give the answer
immediately: Each domino will cover a white square and a black square,
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therefore any distribution of dominoes will cover the same number of
squares of both colors. But because we have removed the two white
corners, there are more black squares than white ones to be covered,
hence we cannot achieve the desired coverage.

(¢) Now picture a complete checkerboard, but ignore the colors and view the
lines (including those along the outer border) as streets and the little
squares as city blocks. How many routes are there from the southwest
corner to the northeast corner, assuming that the only allowable direc-
tions of travel are east and north? Once we view the situation from the
appropriate perspective, we will use an elementary computation to show
that there are 12,870 acceptable routes.

Finish

North

West East

South

Start

(d) A whiz at Rubik’s Cube wants to obtain a certain configuration. Rubik’s
Cube appears to be constructed by slicing a given cube into 27 little
cubes; these are called the cubies.* There are three kinds of cubies with
at least one visible face: corner cubies, center cubies, and edge cubies. (We
can also imagine an invisible cubie in the middle of the Cube, but that
won’t enter our discussion.) The visible faces of the cubies are facelets.
Question: can the whiz manipulate a Cube, without disassembling it, into
a configuration that differs from the original one only in that a single edge
cubie has been flipped around?

*We are using the terminology in A. H. Frey, Jr., and D. Singmaster, Handbook of Cubik
Math (Hillside, N.J.: Enslow, 1982).
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(e) Ten joyful music lovers meet on December 16 to celebrate Beethoven’s
birthday. They raise their glasses in a toast, and each insists upon clinking
his or her glass with everyone else’s. How many clinks occur? Later in
the evening they will select from among them the best possible team
of three people to represent them in the National Three-Person Minuet
Championships. How many teams must they consider?

(f) Here is a famous problem that was posed by W. S. B. Woolhouse in
The Ladies’ and Gentlemen’s Diary in 1844 and solved (affirmatively) by
Rev. P. T. Kirkman in 1850. It is referred to as “Kirkman’s schoolgirls
problem,” and it is a nice representative of the subject of combinatorial
configurations (or designs). Suppose a teacher has a class of 15 girls that
she wants to take out walking on seven consecutive days. She wants the
girls to walk in five rows, with three girls per row. Unfortunately, by the
end of a day’s walk the girls in each row no longer get along. Here’s the
problem: Is it possible to reorganize the girls every day so that no two
girls share the same row more than once?

Among the preceding examples, (a) has a quick solution when formulated
in the language of permutations. The solution to example (d) also follows
from basic properties of permutations, although the formulation of it has
some subtleties. Examples (¢) and (e) also have quick solutions, but they
use combinations, not permutations. We'll see solutions to all of these; but
Kirkman’s schoolgirl problem, (f), is best handled as part of a general study
of combinatorial designs, which we leave for more advanced courses.*

5.2 The Addition and Product Rules (review)

We will be making a great many choices in this chapter, so we will restate
the two fundamental rules of selection that were developed in Chapter 4. The
first is an interpretation of 4.15; the second is a copy of 4.22.

*For a solution to the problem, see Richard A. Brualdi, Introductory Combinatorics, 5th
ed. (Englewood Cliffs, NJ: Prentice-Hall, 1992); especially p. 367-368.
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Addition Rule. If an element is to be chosen from one of n pairwise dis-
joint finite sets that contain my, ..., m, elements, respectively, then there are
altogether mq + - - - + m,, possibilities for that choice.

Product Rule. Suppose that n consecutive choices are to be made. Suppose
further that there are m; possibilities for the first choice and, for each k
satisfying 2 < k < n, that there are m; possibilities for the kth choice, no
matter how the first £ — 1 choices have been made. Then there are exactly
mims - - - m,, possibilities for the sequence of n choices.

Before moving into new material, it may be helpful to see these rules in
action again, so here is an example for that purpose.

5.2 ExAMPLE. Determine the number of odd three-digit positive integers
that have no repeated digits.

SoruTioN 1. The idea is to represent the selection of such an integer as a
succession of choices, each from a set whose size is independent of the preceding
choices. Then we can invoke the product rule. We do this in three steps. First
we choose the units digit: there are five possibilities, since it must be odd.
Next we choose the hundreds digit: there are eight possibilities, because it
must be nonzero and different from the units digit. Last we choose the tens
digit: there are eight possibilities, because it must not be one of the two digits
already chosen. Therefore the answer, by the product rule, is 5 -8 - 8 = 320.

SoLuTioN 2. We proceed in a way similar to Solution 1, but we first choose
the units digit, then the tens digit, then the hundreds digit. As before, there
are five possibilities for the units digit. After that there are nine possibilities
for the tens digit. Finally, how many possibilities are left for the hundreds
digit? That depends on whether the tens digit was zero, so the conditions are
not appropriate for application of the product rule. We resolve this difficulty
by separating the selections into two families: those numbers with zero for the
tens digit, and those with a nonzero tens digit. In the first family there are five
possible units digits, then one choice for tens digit (zero), and eight possible
hundreds digits; in all, 5 -1 -8 = 40 possibilities, by the product rule. In the
second family there are five possible units digits, then eight choices for tens
digits (zero and the units digit are unavailable), and seven possible hundreds
digits; in all, 5 -8 - 7 = 280 possibilities. Since the two families are disjoint,
the addition rule yields a grand total of 40 + 280 = 320 possibilities.

OTHER PROCEDURES. If we choose the digits from left to right, the num-
ber of choices available for the units digit will depend on the parities (the
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oddness or evenness) of the first two choices. Once again it is necessary to
separate the entire collection into pairwise disjoint batches. The details are
left to the reader.

The crudest way to proceed is to list all the possibilities,

103,105,107, 109, 123, 125, 127, 129, 135, 137, 139, . . ., 987

and count them.

Exercises

1. An m-bit string is an n-tuple of 0Os and 1s. Prove that for each n > 1,
exactly half the n-bit strings have an even number of 1s. (Use induction
on n.)

2. In each of the following cases, determine the number of four-digit integers
that satisfy the given condition.
(a) Unrestricted.
(b) The digits are all even.
(c¢) There are no repeated digits.
(d) No two consecutive digits are equal.
(e) The integer is even and no two consecutive digits are equal.

3. If a and b are integers, a is said to be a divisor of b if b = ac for some
integer ¢. The number n = 15,246,000 has the prime factorization

24.32.5%.7.112

(a) How many positive divisors does n have? (Use the Fundamental The-
orem of Arithmetic.)
(b) How many positive divisors does n have that are not divisible by 107
4. A host offers his party guests five varieties of crackers, six cheeses, and three
jams. Regrettably one of the cheeses (a great delicacy) has the property
that when combined with two or more jams, it produces a lethal result.
How many nonlethal snacks are possible? [Assume that a snack consists of
a cracker with at most one cheese and any combination of jams (possibly
none).]
5. Twelve horses are in a race. The only results that matter are the first three
finishers. How many possibilities are there?

5.3 Introduction to Permutations

5.3 Definition. Let A be a nonempty set. A permutation of A is a
bijection from A to A.
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5.4 ExaMPLE. Let A={1,2,3,4}. Then the mapping o: A — A given by
the table

i |1 2 3 4
o(i) |4 1 3 2

is a permutation of A.
If A={ay,...,a,}, then we usually write

al a2 “ .. an
(5.5) (0(@1) o(agy) --- a(an))
for the permutation o: A — A that takes a; to o(a;), for 1 < i < n. For
instance, in this notation the permutation ¢ in Example 5.4 is written

1 2 3 4
41 3 2

(So we are really just giving the table for o when we use this notation.) Here we
have followed the standard custom of listing the domain elements in ascending
order in the top row. This is not essential; for instance, according to 5.5, the

symbol
31 4 2
34 21

The set of all permutations of a set A is called the symmetric group on
A, denoted Sy. If A=N, ={1,2,...,n} we write S, instead of Sy, . Finally,
a set with n elements is called an n-set.

also represents o.

5.6 Theorem. If A and B are n-sets, then there are exactly n! bijections
from A to B. In particular, #5, = n!.

Proor 1. Let A={ay,...,a,} and B ={by,...,b,}. A bijection pairs a;
with one of the n elements of B. Once we choose that element of B, there
remain n — 1 elements of B from which we can choose an element to pair with
as, and then n — 2 candidates for pairing with a3, and so on. Altogether there
are n(n — 1)(n —2)---2-1 = n! possibilities, by the product rule.

The second statement follows from the first by taking A = B = N,,.

Proor 2. We use induction on n. (The product rule will not be needed.) If
n = 1, there is only one bijection (in fact, only one function) from {a;} to {b;},
and 1! = 1. Now assume there are k! bijections from one k-set to another, and
suppose #A = #B =k+ 1;say A ={ay,...,ap41} and B = {by,. .., br1}.
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Let J; be the set of all bijections from A to B that take a; to b;. Then each
o € Jy is completely determined by the images o(as),...,o(ag+1), that is, by
o’s restriction to {as,...,ar+1}. Because that restriction is a bijection from
the k-set {ag,...,ars1} to the k-set {bs,...,byy1}, the induction hypothesis
tells us that there are k! possibilities for it. Thus #J; = k!. Similarly, if J;
denotes the set of all bijections from A to B that take a; to b;, with 2 < i <
k—+1, then #J; = k!. Notice that the set of bijections from A to B is equal to
UM J;, a union of pairwise disjoint sets; therefore by Theorem 4.15 the union
has (k+1) - k! = (k + 1)! elements, completing the induction argument. [

5.7 ExaMPLE. For every n > 1, the identity mapping on N,, is an element
of S,. When n = 1 there are no other mappings, so

5 =10))
#1002 (1))

and the symmetric group S5 consists of the following six permutations:
1 3 1 2 3 1 2 3
1 3 21 3 3 21
1 3 1 2 3 1 2 3
1 2 2 31 31 2

From Theorem 5.6 we know that #S3 = 3! = 6, so this list is complete.
(Without that theorem it would take careful bookkeeping to assure that all
the permutations of {1, 2,3} have been included.)

We have

W N N DN

If o and X are in S4, then so is their composition, o o A, since the compo-
sition of two bijections from A to A is again a bijection from A to A. The
permutation o o A is usually written o; we call it a product, and we say we
have multiplied o and A. (As you might expect, o and A are called the fac-
tors of the product oX.) Thus oA(z) = o(A(z)) for all x € A. To illustrate,
consider these two permutations in Sy:

(123 4 4 a_(l234
=\3 14 2 an “\413 2

Then
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In detail:

>
N &— = &—
>

L L— F&— N

AlA

and hence oAl oA| o] oA

o| o| 0| O

|
|

e N —

2 3 4 1

In practice we don’t write all these arrows to compute o A. We write

W (123 4123 4\ (1234
oA=\3 14 2)\4a 1 3 2/~

J/

~~

o A

Then we think, “1 goes to 4 (by means of A), and then 4 goes to 2 (by means of
0),” and we write 2 in the blank space under the 1. Then we proceed similarly
with the other elements. Since a permutation is a bijection, every entry of the
top row will appear exactly once in the bottom row after a computation of

this kind. For example,
1 2 3 4
21 4 2

does not denote a permutation, since the simultaneous actions 1 — 2 and
4 + 2 defy injectivity. Also remember: to compute o), first apply A, then o.

58 ExaMPLE. With

(123 4 4 a_(t234
77\ 3 14 2 an “\41 3 2

as before, we have

123 4\(/1 2 3 4 12 3 4
AJ:(4132)(3142)2(?)421)7”A

Therefore, the result of multiplying permutations can be expected to depend
on the order in which the permutations are listed. (We say that permuta-
tion multiplication is not a commutative operation.) Notice, however, that
sometimes the order doesn’t matter. For instance,

12 3 4\/1 2 3 4\ (1 2
423 1)\1 324) 43
(1 2 3 4\(/1 2 3 4
13 24)\4 231

O o
— e
N—
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5.9 Remark. Some authors write functions to the right of the domain el-
ements on which they act: (x)o instead of o(x). With that notation the
product oA has the action (z)oX = ((z)o)A; that is, first o then A. If you
encounter permutation computations in other books or papers, check to see
whether products should be read from right to left, as we do here, or from
left to right. (It matters, as Example 5.8 shows.) Suggestion: start by locat-
ing a couple of worked examples and multiplying them for yourself, and then
compare your results with the author’s.

In the expression

= (o) o@ o - o))

the bottom row of the symbol is just a rearrangement of the top row. Con-
versely, every arrangement of the integers from 1 to n in a row can be viewed
as the bottom row of a permutation symbol. Hence there is a one-to-one cor-
respondence between S,, and the collection of all linear arrangements of the
numbers from 1 to n. For this reason, permutations are often described as
“ordered arrangements” in the mathematical literature.

Permutations appear in a variety of mathematical contexts and in the mod-
elling of physical phenomena. In general, permutations arise when the essen-
tial data in the description of an event can be summarized by observing how
n objects shift among n locations, one object per location. If the locations
are numbered from 1 to n, a process that moves the object in location ¢ to
location j can be associated with a permutation o that takes ¢ to j.

5.10 ExaMPLE. A major athletic competition has contests in five water
sports, six running events, four bicycling events, and seven varieties of self-
defense.

(a) Each participant chooses one event from each of the four categories. In
how many ways can the selections be made?

SorLuTioN. This is a straightforward application of the product rule: alto-
gether there are 5 -6 -4 - 7 = 840 possibilities.

(b) Now suppose that besides selecting events, each participant also must
specify the order in which he will engage in the events (perhaps bicycling
first, then a water sport, and so on). How many possibilities are there for
an individual’s event program?

SoLUTION. After a participant has selected his four events, he must then
specify an ordering of the events. But each such ordering corresponds to an
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element of Sy, so there are 4! = 24 possible orderings. Therefore, by the
product rule, there are 840 - 24 = 20,160 program possibilities.

5.11 ExaMPLE. (a) In how many ways can eight indistinguishable rooks
be placed on a chess board so that none of them can attack another? To
answer this question, first recall that a rook can attach any other piece
located in its row or column. (Rows are horizontal, and row 1 is on top;
columns are vertical, and column 1 is at the left.) To say that two rooks
are indistinguishable means that given any configuration of rooks on the
board, if any two rooks are interchanged, then the new configuration is
viewed as the same as the original.

Note that there is at least one solution: position all the rooks on the
main diagonal, as pictured.

Also note that if there were nine or more rooks there could be no solu-
tion, because some row would have at least two rooks, by the pigeonhole
principle.

In an arrangement of eight rooks satisfying the given conditions, each
row contains a rook, and so does each column. (If all eight rooks were
situated in seven or fewer rows, then two would be in the same row,
again by the pigeonhole principle; similarly for columns.) With each such
arrangement we associate a permutation as follows: for each ¢ satisfying
1 <4 <8, let 0(i) be the number of the column occupied by the rook in
row 7. So, for instance, the arrangement
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This procedure gives a one-to-one correspondence between the set of ac-
ceptable rook configurations and the symmetric group Ss. (Check this.)
Therefore there are 8! = 40,320 such configurations.

(b) Now let’s revise the conditions of part (a) and suppose that the rooks
are distinguishable; for example, suppose they are all differently colored.
Again we ask for the number of ways in which the rooks can be arranged
on the board in a nonattacking mode. Each such arrangement can be
viewed as the result of two successive choices: first we decide which squares
will hold the rooks, then we decide the pattern of colors for the rooks
on those squares. By the first part of this example, there are 8! ways
to choose an acceptable configuration of squares. Then, having fixed
such a configuration, there are 8! ways of distributing the eight colors
among those squares. Therefore, by the product rule, there are altogether
(81)% = 1,625,702,400 possibilities.

It is sometimes difficult to apply the product rule directly to a given com-
binatorial construction. In that event, it may be helpful to regard the con-
struction as a part of a larger process to which the product rule does apply.
The following example illustrates this approach.

5.12 ExaMPLE. A necklace is made by stringing seven differently colored
beads on a cord and then tying the ends of the cord together. The knot
will be small enough to slide through the holes in the beads. Determine the
number of different necklaces that can be made in this way from a given set
of beads, assuming that necklaces are called “different” if their color patterns
are different.

SorLuTioN 1. The temptation is to blurt out a fast answer: “The ordered
strings of seven beads are in one-to-one correspondence with S;, hence there
are 7! = 5040 possibilities.” But, for example, the untied beaded strings in
the figure (see page 218) will all produce the same necklace once the cord is
tied, so we need to count more carefully.

The statement of the example is concerned with the construction of neck-
laces from beaded strings. On the other hand, given a collection of necklaces,
we can produce and display a beaded string like the ones in the figure by first
choosing a necklace, then cutting it, and then displaying the result. For the
latter two parts of the construction, we first decide which of the necklace’s
seven beads is going to be on the left in the final display, and then we decide
(before we cut) which of that bead’s two neighbors is going to be on the right
in the display. As we have already discussed, there are 7! possible results.
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Thus by the product rule we have
7! = (number of necklaces) - 7 - 2

and therefore the number of necklaces is 7!/14 = 360.

SorLuTioN 2. There are 7! ways of ordering seven beads from left to right.
Call two such strings of beads equivalent if they yield the same necklace. This
is an equivalence relation, and we assert that each equivalence class has 14
strings in it. For, given any string, removing the bead from the right end
and putting it on the left produces an equivalent string. Iterating (repeating
again and again) this maneuver produces seven equivalent strings. Moreover,
reversing the bead order of these seven strings produces seven more equivalent
strings. Thus we have 14 left-to-right strings in the equivalence class of the
given string. We leave it to the reader to determine that these constitute the
entire equivalence class (that is, no other strings produce the same necklace).
We have 7! strings altogether and 14 strings in each equivalence class, where
each equivalence class corresponds to a necklace. Therefore

7! = 14 - (numbers of necklaces)

which gives the same result as Solution 1.

Exercises

1. Which of the following functions are permutations? Explain briefly.
(a) The identity function on the set Z of integers.

(b) The function on the unit circle that shifts each point on the circle
clockwise by an angle of 7/16 radians.

(c) The function from the closed interval [0, 8] to itself given by the for-
mula x — z/3.

(d) The function from the open interval (0, 8) to itself given by the formula
x— x/3.

(e) The function from R to R given by z +— x/3.
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Use the language of functions to explain why
1 2 3 4 J 1 23 45
3413 o 3146 2

do not represent permutations.
List the members of S;.
Compute the indicated products:

(0) 1234 5\/1 2345
Y \3 1592 4)\415 23

CRCE C )

. Suppose m and n are positive integers, with m < n. Strictly speaking, if

A= 25, and o € S5, then the product o\ is not defined.
(a) Suggest a reasonable way to view S, as a subset of .S, in such a way
that the product o\ makes sense.

(b) Use the idea in part (a) to obtain the product of oA, where

(1 2 3 45 q \— 1 2 3

77\5 31 214 a 312
Suppose o, \,u € S,. Cite a theorem in Chapter 3 that justifies the
assertion

(M) = o(An)
and explain briefly.

It can be shown that the assertion in Exercise 6 can be extended to length-
ier products of permutations. Thus, given oy,...,0; € S,,, no matter how
parentheses are inserted in the expression

0109 0y
to create a meaningful product, the results will be the same. For example,
(01(0203))04 = (0102)(0304) = 01((0203)04)

Therefore it is customary to omit parentheses from products of this kind,
unless there is a special reason to prescribe the order in which the products
are to be performed. Now define

(12345
1713 5 41 2
(12345
92=\92 41 5 3
(12345
7= \5 43 21
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Compute each of the following products.
(a) 0109203 (b) 010302 (C) 020903 (d) 030303
Let o € S,. Define ¢ to be the identity permutation:

0_ 1 2 s n
=112 ... n
k

ot =go--0 (the kth power of ).
N——

For k > 0 define

k factors

(12345
77\3 541 2
(a) Determine all the members of S5 that are powers of o, and explain
your reasoning.

Now let

(b) Compute 02, and explain.
Consider the permutations

By discussing how each of these permutations acts on the set Ng, give
an intuitive explanation for why, without actually multiplying, you would
expect that

oA = Ao

(While you're at it, verify that this equation is true.)

Imagine that you have made it your mission to reduce eyestrain among
students of mathematics. Use this as a base for arguing that functions
should be written to the right of their domain elements. (See Remark
5.9.) Include the function diagram

AlpSchp
as part of your discussion.

How many permutations are there in Sy that hold the numbers 2 and 8
fixed?

How many permutations o are there in Sjy having the property that the
restriction o|y, belongs to S,?
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The ten winners of the Great American Pet Contest, 7 dogs and 3 cats, are
to be arranged in a line from left to right in front of the TV cameras for a
national audience. In each of the following cases, determine the number
of possible arrangements of the ten beasts under the given conditions.

(a) unrestricted

(b) The three cats are at one end of the line.

(c) The three cats are in adjacent positions (but not necessarily at the
end).

(d) No two cats are next to each other in line.

(e) Both end positions are occupied by dogs.

How many seven-letter “words” can be obtained by arranging the letters
of the word “anagram”? (You may use the fact that a set of seven elements
has 35 three-element subsets.)

A riverboat gambler has five inverted cups, with a bean hidden under one
of them. A mowe is an interchange of two cups, and a repositioning is the
result of a finite sequence of moves.

(a) Associate the gambler’s actions with elements of S.

(b) How many moves are there?

(c) How many repositionings are there?

(d) How many repositionings are there that take the bean from the posi-
tion on the gambler’s far left to the position on his far right?

Four married couples are to form one large circle for a folk dance. How

many circles can be formed under each of the following conditions?

(a) Each woman’s husband is on her immediate right.

(b) The people in the circle alternate by sex.

(c) There are no restrictions.

(d) There are two men who loathe each other and refuse to hold each
other’s hand.

A necklace is to be made with seven differently colored beads, as in Ex-

ample 5.12. Unfortunately the string is quite thick, and the knot will be

too large to pass through the holes in the beads and too ugly to be worn

where it can be seen. (It will be worn behind the neck, under the collar.)

How many different necklaces are there?
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5.4 Permutations and Geometric Symmetry

Symmetry . ..is one idea by which man through the ages has tried to comprehend
and create order, beauty, and perfection.

HERMANN WEYL

Symmetry

What makes a daisy beautiful? We cannot answer this here beyond saying that
there is something about the balance, harmony, and regularity of the daisy’s
structure that we find at once startling, mysterious, and glorious. What we
can do is describe certain aspects of the “regularity” of a daisy’s structure.
The idealized daisy has 16 identically shaped petals. Here we have inscribed
the daisy in a circle, so its petal tips mark the vertices of a regular 16-gon, that
is, a polygon with 16 sides of equal length. Now if the whole plane is rotated
by the angle of 27r/16 = 7/8 radians around the center of the floral design, the
daisy is carried onto itself. Such a rotation is called a symmetry of the daisy.
Repeated applications of this rotation continue to carry the daisy onto itself.
Thus if o denotes the rotation by 7/8, then ¢”, meaning the composition

O'O'-.-O'

is also a symmetry of the daisy.

Now consider the following two five-petalled flowers:
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Geranium Vinca herbacea

Here a rotation by 27/5 radians about either flower’s center is a symmetry of
the flower. But the geranium has more symmetry than the Vinca herbacea.
For, if L is a line that passes through the geranium’s center and splits one of
the petals in half, then the flower is carried onto itself by a reflection through
L. (This reflection is the function from the plane to itself that carries each
point to its “mirror image” on the other side of L.) But Vinca herbacea has
no such reflective property, because of the irregularity of its petal shape.

A symmetry of a daisy acts as a permutation on the vertex set of the
corresponding regular polygon. Moreover, if we know the symmetry’s action
on the vertices, then we know what this symmetry does to the flower, and
indeed to the whole plane. This observation allows us to study the geometric
concept of symmetry by studying certain families of permutations.*

5.13 Definition. A geometric figure is a subset of the plane or of or-
dinary three-dimensional space. A symmetry of a geometric figure F' is a
bijection s of the plane or space to itself such that s(F') = F' and such that
distances are preserved. In other words, for any two points x and y, the dis-
tance between s(x) and s(y) is equal to the distance between x and y. More
briefly, we say that a symmetry of F'is a rigid motion that carries F' onto
F.

A polygon is a geometric figure in the plane consisting of a finite sequence
of points (the vertices) vy, v,...,v,, together with the line segments (the
edges or sides) connecting v; and v;41, for 1 <i <n. (Here it is understood
that Up+1 = Ul.)

Now consider the symmetries of a polygon. We leave to your geometric
intuition these facts: a symmetry of a polygon takes vertices to vertices, and
we know what it does to every point if we know its action on the vertices.

If a polygon P has n vertices in locations numbered 1 through n, then a
symmetry of P determines a permutation o € .5, as follows: for each i € N,,,
the number o(7) is the location to which the symmetry carries the vertex that
started in location i. A polygon with n vertices is an n-gon.

*For an extensive treatment of this topic, see Hermann Weyl, Symmetry (Princeton Uni-
versity Press, 1983).
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5.14 ExaMPLE. Let P be the equilateral triangle with vertices at locations
labelled 1, 2, 3 in the accompanying figure.

In this figure, each line L; is the perpendicular bisector of the edge opposite
the vertex at location 7. A counterclockwise rotation of 27/3 radians about
the center C'is a symmetry of the triangle, and it sends the vertex initially at
location 1 to location 2, the one at location 2 to location 3, and so on. Thus
the corresponding permutation in Ss is

Similarly, reflecting the triangle through the line Ly corresponds to the per-
mutation
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Altogether, we have the following correspondence between symmetries of the
triangle and permutations in Ss.

Corresponding
(5.15) Symmetry permutation

3 —
3) =%

02

: . . 1
s1: identity function 1

1

w

s9: reflection through L,

—_
[\

—_
w

I
Q
w

—_

s4: reflection through Lj

[\

—_
w

w W
I

)
N

s5: counterclockwise rotation by 2m/3

I
Q
ut

2

1
3

—_

s3: reflection through Lo (

3
2

:()'6

w
H N W F DN NN WD NN
—_

s¢: counterclockwise rotation by 4w /3 (

We have listed six distinct permutations in Table 5.15. Since #S5 = 3! =6
and every symmetry of the triangle corresponds to an element of S3, we know
that we have found all the symmetries of the triangle.

From our association of symmetries of an n-gon with elements of .S,,, we
conclude that an m-gon can have at most n! symmetries. Moreover, if s;
and sy are symmetries corresponding to permutations o, and o9, respectively,
then the composition s 0 $1 corresponds to the permutation oy0q. (To check
this, use the fact that a symmetry and its associated permutation both have
essentially the same action. More precisely, if a symmetry takes the vertex
at location ¢ to location j, then the associated permutation takes ¢ to j.) It
follows that we can determine the effect of applying a succession of symmetries
by computing the product of the corresponding permutations. So once we
establish the correspondence between symmetries and permutations, we can
answer geometric questions of the form, “What is the effect of successively
applying the symmetries sy, s9,...,57?" by computing permutation products.

5.16 ExaMprLE. With the symmetries sy, ..., s as in Table 5.15, compute
the composition

840 860 89 0 S50 S3

while keeping your mind free of geometric thoughts.



5.4. PERMUTATIONS AND GEOMETRIC SYMMETRY = 211

SorLuTioN. We take the corresponding product of permutations:

(12 3\/1 2 3\/1 2 3\/1 2 3\/123
7106720593 =\ 9 1 3 \3 1 2/)\1 3 2/\2 3 1)\3 21

(1 23\ _

“\321)°%

Therefore the given composition of symmetries is equal to ss.

Example 5.16 illustrates an important reason to represent symmetries by
permutations: it allows us to compute symmetry compositions in a purely me-
chanical fashion, without having to struggle with the complexities of geometric
imagery. This is very much in the spirit of the quotation from Whitehead on
page 51.

The symmetries of a square correspond to permutations in Sy.

1 2

But notice that no symmetry of the square corresponds to the permutation

1 2 3 4

1 3 2 4
take the vertex at location 2 to location 3. More generally, each symmetry
of the regular n-gon (an equilateral and equiangular n-gon) takes the vertex
initially at location 1 to one of the n vertex locations, call it o(1). Then,
because a symmetry is distance-preserving, it must take the vertex initially
at location 2 to one of the two neighboring locations of ¢(1). Once o(1) and
0(2) have been fixed, the other o(i) are uniquely determined by the geometry
(in particular, by the “rigidity” of the motion). It follows from the product
rule that there are precisely 2n symmetries of the regular n-gon, and these
correspond to a set of 2n permutations in S,,.

, since a symmetry that holds the vertex at location 1 fixed can’t

n 1
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5.17 EXaAMPLE. A regular 9-gon has 18 symmetries. If the vertices are at
locations numbered clockwise from 1 to 9, then there are exactly two symme-
tries that take the vertex at location 1 to the vertex at location 5, namely,
those associated with the following permutations in Sy:

1 23 45 9
5 6 789 4
1 56 789
5 19 876
The first of these corresponds to a clockwise rotation of the 9-gon by 8m/9
radians. The second corresponds to a reflection through the line that passes

through the center of the 9-gon and the vertex at location 3. (Suggestion:
Draw and label the regular 9-gon to check these two assertions.)

The set of permutations associated with the symmetries of the regular n-
gon is usually denoted D,,; it is called the dihedral group of degree n. Our
discussion here shows that working with symmetries of the regular n-gon is
essentially the same as computing with permutations in D,,. The collection of
symmetries of the n-gon and the dihedral group D,, are said to be isomorphic
structures. (From the Greek: iso means equal and morphe means form.)

We have seen that, with the help of permutations, the geometry of polygo-
nal symmetries can be analyzed by tracking the paths of vertices as they move
from one location to another. It turns out that the movie theater problem and
the Rubik’s Cube problem from Example 5.1 can also be formulated (and then
solved) as permutation problems. In the movie theater problem, the locations
are the seats. (They hold people instead of vertices, but otherwise we proceed
as in the geometric setting.) A permutation

B 1 2 .- 10
7= (0(1) o(2) - 0(10)>
corresponds to the rearrangement in which the person in seat 7 ends up in seat
o(i), for 1 < < 10. As for Rubik’s Cube, each of the Cube’s six faces is par-
titioned into nine facelets. An operation on the Cube consists of a succession
of face rotations, and we can describe the effect of an operation by judiciously
recording the position of each facelet before and after the operation. When
we looked at symmetries of the n-gon, we saw that not every permutation of
vertex positions corresponds to a symmetry. Similarly, not every permutation
of the set of facelet positions corresponds to a Cube operation. For instance,

a facelet on a corner cubie cannot be moved to the center of a face. We’'ll
return to both of these problems later in this chapter.
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Exercises

1. A scalene triangle is a triangle that is not isosceles. Show that the identity

function is the only symmetry of a scalene triangle.

. Let X be the set of all symmetries of the unit circle. Without proof, give

a geometric description of the members of X. Also, is X finite, countably

infinite, or uncountable?

. (a) List the members of the dihedral group D, (which corresponds to the
set of symmetries of the square).

(b) List the members of Dg (corresponding to the symmetries of the regular
hexagon), and give a geometric explanation of a way in which D3 can
be viewed as a subset of Dg.

(c) Show (without all the details) how for each n > 2, the dihedral group
D,, can be viewed as a subset of the set of symmetries of the unit circle.

. Let F' be a geometric figure.

(a) Prove that if s; and sy are symmetries of F', then so is the composition
$9 0 S7.

(b) Prove that if s is a symmetry of F', then so is s

. In each case describe the set of all symmetries of the given geometric figure

in the coordinatized plane. Include the cardinality of the symmetry set as

part of your description.

(a) 3 (b) ! () (d)
(e) E (f) i () i
(h) Nx N () ZxZ () Z (k) R
W .. C C C
C C C

. Describe the symmetries of each of the following figures in three-dimensional

space, and determine the number of symmetries.

(a) A regular tetrahedron

(b) A pyramid (with a square base and four sides, each an equilateral
triangle)

(¢) A regular octahedron (formed by gluing together the bases of two pyra-
mids of the same size)
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(d) A cube
(e) A rectangular noncubic solid
(f) A sphere

7. Let Q = (a,b) be a point in the coordinatized zy-plane R* = R x R. For
each point P € R?, let Rg(P) denote the mirror image of P on the other
side of ). The function Ry : R? — R? is called reflection in Q.
(a) Give a precise formula for Rg (that is, give the coordinates of Rg(P)

in terms of those of Q and P).

(b) Prove that R preserves distances. (See Definition 5.13.)
(c) Prove that Rg is a symmetry of any circle centered at Q.

8. The notation in this exercise is that of Table 5.15. Use permutations (and
not geometry) to determine the result of applying the symmetry composi-
tion sg 0 s3 0 s5 a total of 787 times.

5.5 Decomposition into Cycles

In this section and the next, we will see how to decompose elements of S,
into products of especially simple kinds of permutations called cycles, and
we will consider some applications. But first consider this: in focusing on
Sy, the set of permutations of {1,...,n}, aren’t we neglecting the study of
permutations of other finite sets? The response to this is that a typical n-set
A=A{ay,...,a,} has permutations of the form

() e a
iy iy aj,
where the subscripts in the bottom row are some arrangement of 1,2,..., n.

Properties of such a permutation are completely determined by the corre-
sponding permutation of the subscripts:

(#0) oo

(If you like, view (%) as an abbreviation for (x) obtained by erasing all the
a’s.) Thus we can focus our attention on S, with the knowledge that our
results will carry over to S for any n-set A. In the terminology introduced
near the end of the preceding section, if A has n elements then the symmetric
groups Sy and S, are isomorphic.

From now on we let e denote the identity permutation:

(12 o
€=\1 2 ... o
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Strictly speaking, there is a different identity permutation for each value of n,
but it will always be clear which identity is relevant.
A permutation is a bijection and therefore has an inverse that is also a
bijection. That is,
ceS, = o'les,

and o~ ! takes each element (i) back to 7. The standard permutation no-
tation displays o (i) directly below i, and therefore ¢! can be obtained by
interchanging the two rows of . For example, if

(1234 0 (31402 1234
7=\3 14 2 e e 123 4 2941 3

Here the right-hand equality reflects the standard practice of listing the top
row in ascending order, a visual aid in computations.

Alternatively, o~ can be obtained by writing o~! = (1 2o n) and

then writing below each number in ¢~! the number that appears above it in
0.

5.18 EXAMPLE. Let

Q
Il
N
Lo =
I\
— W
[S23'SN
oo O
N 3
ot oo
"

= Ot

Check the equation

1 6 7 8
3 4 5 6

SorutioN 1. Compute ot directly and compare it with the candidate:

4 (3 716 4825\ (123456738
T "\1 2345678 \37158426
y 123456 78
3716 8456
Therefore the equation is false.
SoLuTION 2. The permutation o~ must satisfy the equation oo~ = ¢; so
the strategy is to multiply the two given permutations and observe whether
the answer is e:
1 2 3 8\/1 2 3 5 6 7 8
3 71 5/)\3 7 1 8 4 5 6
(1 2 3 456 7 8 Le
~\1 2 385 6 4 8

False again.
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SorLuTioN 3. Notice that our given candidate for 0! has two appearances
of 6 in the bottom row, and it is therefore not a permutation. In particular,
it is not o1

If 0 €S, and t > 0, we define o recursively by

o =e,
(5.19) {Ok-i-l !

=00

Thus o' = ¢ and, more generally, if £ > 0 then

O-t:O-O-"'O'
N —

t

We also can define negative powers of o: if ¢t > 0 define

(5.20) o= (o)

521 EXAMPLE. If

(12345
T \3 5124
then
, (12345
0':
1435 2
. (12345
0‘:
3415 2
5 (12345
7 T\1 53214

A quick computation shows that in Example 5.21 we have 072 = (02)~L.
Perhaps this is not a surprise; it is a special case of the next theorem, whose
statement will seem plausible because of our previous experience in multiplying
real numbers. The complete proofs are unexpectedly technical (for instance,
there are special cases according to the signs of the exponents), and we’ll give
only a partial proof. Notice that part (c) is a special case of part (b).

5.22 Theorem (Laws of Exponents). If o € S5, then for all s,t € Z,
(a) oot = o5t
(b) (0*)t = o*
(c) (o°) ' =0""
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PARTIAL PrOOF oF (a). We will prove that o%¢' = o°" when s and ¢

are natural numbers. Fix s € N; the proof will be by induction on ¢. For

t = 1 we have, by 5.19,

1 +1

c’c" =00 =o°

Now assume that o°c* = o°** for some k € N, and remember that permuta-
tion product is actually composition of functions. We have

oottt = o (cFo) (by 5.19)

(by the associative law for
composition of functions)

= (o%c")o

= (0"™)o (by the induction hypothesis)

= gL (hy 5.19)
s+(k+1)

o

This completes the proof of the assertion. [

We can associate a “directed graph” with each permutation o € S, as
follows. Represent each element i € {1,2,...,n} by a point; these are the
vertices of the graph. Then, for each i, draw a directed edge—that is, a line
segment or arc with a direction indicated by an arrow—from vertex ¢ to vertex
o(i). So, for instance, the permutation

o 123 45 6 7 8 9 10
- \5 8 7 10 3 41 2 9 6
has this graph:

10 8

1
(5.23) 9 2

An application of o then corresponds to moving each vertex in the direction
of the arrow to the location of the next vertex. Each vertex has only one
edge leading away from it, because a permutation is a function, and so takes
each point in its domain to a unique image. Also, each vertex has exactly one
edge leading into it, because a permutation is bijective. Thus, graphs like the
following three do not represent permutations:
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5.24 Definition. Suppose 1 < r < n. A permutation o € 5, is called a

cycle of length r or an r-cycle if there are r different numbers a4, ..., a, in
N,, such that
{ai+1 lflélé?”—l
o(a;) = L
aq ifi=r

and o(x) =z for all x ¢ {ay,...,a.}. The set {ay,...,a,} is called the orbit
of o (and of each a;), denoted orb o.

A cycle that fits the description in 5.24 is usually denoted by

and its graph can be drawn as an r-gon with directed edges:

ag an

Here we have not bothered to write the little loops like

that correspond to elements fixed by the cycle. (That is, not among ay, . . ., a,.)
We will continue to omit them in future permutation graphs in order to avoid
clutter.
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5.25 ExaMPLE. The permutation

(12 6 7
7= \7 3 6 2

is a H-cycle, namely, 0 = (1 7 2 3 5). Its graph looks like this:

3 4 5
5 4 1

3 )

5.26 Remarks. (a) In writing the symbol for a cycle of length r > 2
the list inside the parentheses can start with any element in the
orbit. For instance, in Example 5.25 we can also write ¢ =
(7 2 35 1) = (2 3 5 1 7). (The underlying intuition: the de-
scription of a wheel can begin at any of its spokes.)

(b) Consider a 1-cycle, say, 0 = (a;). Careful reading of Definition 5.24 shows

that o is actually the identity permutation.

(c) If ¢ is an r-cycle, so is o', In fact, it is easily checked that if o =

(a1 ag - ar), then o=t = (ar Qp_1 - al). If o corresponds to
a clockwise movement on a polygon, then =1 corresponds to a counter-
clockwise movement of the same magnitude on the same polygon.

5.27 Definition. A family of cycles is disjoint if their orbits are pairwise
disjoint; that is, no cycle in the family moves any element moved by another
cycle in the family.

528 EXAMPLE.
(1234567 wd (1 34567
“*“ {1635 247 n “\127456 3

are disjoint cycles, since o = (2 6 4 5) and 8 = (3 7), and

N DN

{2,6,4,5 N {3,7} = 0.

The formal statement and proof of the following theorem is technical, but
the underlying idea is easily stated and easily believed: If Frank moves objects
from one position to another in his backyard A, and George moves objects
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around in his backyard B, and neither moves anything in the other person’s
yard, then the result is independent of the order in which they act. (If there
were a common region on which both men acted, then the result might depend
on the order in which they acted.)

5.29 Theorem. Let A and B be nonempty sets. Suppose f and g are
functions from AU B to A U B satisfying

f(A)CA and f(r)=2 VreB
g(B)C B and glx) =z VYreA

Then go f = fog.

Proor. We must show that (gof)(z) = (fog)(x) forallz € AUB. If x € A
then (g0 £)(x) = g(f(x)) = f(x), since f(z) € A; also, (f o g)(x) = f(g(x)) =
f(z), since g(z) = « for all x € A. This shows that (go f)(z) = (f o g)(x)
for all z € A. The same equation holds for all x € B by a similar argument
(check this), and hence for all z € AUB. O

5.30 Corollary. If o and [ are disjoint cycles, then af = pfa. (More
briefly: disjoint cycles commute.)

ProoF. Let A and B be the orbits of o and f3, respectively. Since v and (3
are disjoint, we have AN B = (); so a(z) = x for all z € B and (z) = x for
all x € A. Now apply Theorem 5.29. [

5.31 ExXAMPLE. In Sjy we have

3
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(Following our convention, vertices corresponding to the fixed values 4 and 10
are omitted from our graph.)

The action of a product of disjoint cycles is easy to picture. Is every
permutation in S, a product of disjoint cycles? (A single cycle is viewed as
such a product.) We claim that the answer is yes. Although our examples may
make the claim seem evident, we need a proof to be sure that our examples
were not atypical. In fact, at first glance the action of an arbitrary permutation
o € S, on the set N,, = {1,2,...,n} might appear to be too chaotic for such
a controlled description. Our goal is to make sense of this situation.

5.32 Definition. Let ¢ € S,. The order of o, denoted ord o, is the
smallest positive integer k such that o* = e.

533 EXAMPLE. Let

(12345
77 \5 34 21
Then
, (12345 , (12345
=\1 42 3 5 7 7\5 2 34 1
, (12345 s (12345
7 13425 T 7\5 4 2 31

and 0% = e. Therefore ord o = 6.

We claim that every o € S, has an order. To see this, first note that
the powers e, o, 02,03, ... are not all different, since S,, is finite. So we have
o' = o7 for some i and j satisfying 0 < ¢ < j. Multiplication by o~ then gives

e = o/~ Thus e = o” for some k > 0, and the smallest such k is ord o.

5.34 Theorem. If ordoc = k then the permutations e, o,...,c" ! are all
different, and every power (positive, negative, or zero) of o is equal to one of
these k permutations.

ProoF. First a reminder of the division algorithm from grade school arith-
metic: Given any two positive integers, one will divide into the other, yielding
a quotient and a remainder that is strictly less than the divisor. More gener-
ally, in Section 6.3 we will show that if k£ and s are integers and k£ > 0, then
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we can write s = kq + r for some integers ¢ and r, with 0 < r < k. With this
notation, if ¢® is an arbitrary power of ¢ and k = ord o, then

o = """ = (6F)%6"  (by the laws of exponents)
=o" (since o = e)

where 0 < r < k — 1. Therefore every power of ¢ is equal to one of
k—1
e,0,...,0" "

If the permutations e, o,...,0" " were not all different, then there would
be integers i, j satisfying 0 < i < j < k — 1 such that o' = ¢/. Multiplication
of this equation by o~ would then yield a contradiction of the minimality of
k. O

k—1

5.35 Cycle Decomposition Theorem. Every permutation in S, is a prod-
uct of disjoint cycles.

Proor. We begin by following the trail of an element in N,, under repeated
action by o. Consider the sequence

1=0%1), o(1), o*1), o*(1),...

Since N,, is finite this list must contain repetitions. Suppose the first repetition
is

(*) o"(1) =" (1)

where 0 < r < t; and t; is minimal. If r were positive, then applying ¢~ to
both sides of (*) would produce an earlier repetition, which would contradict
the minimality of ¢;. Therefore » = 0, so we have shown that o acts as a
t1-cycle on the elements 1,0(1),..., 07 1(1).

If & moves no other elements of N,,, then o is equal to the t;-cycle v, =
(1 o(1)---0"7*(1)), and we are finished. But if o does move other elements,
choose some element b moved by o but not by v; and consider the sequence
b,a(b),0?(b),.... By the same argument as before, this yields a ty-cycle 75 =
(b o(d)---o™71(b)).

We claim that v; and v, are disjoint cycles. To see this, suppose we had
o'(1) = a7 (b) for some integers i and j. Then application of o7 to both sides
of this equation yields o'~7(1) = b. But by Theorem 5.34, 0"~/ = ¢" for some
r satisfying 0 < r < ordo. Therefore b = 0" (1), contradicting the fact that
be {1,0(1),...,0171(1)}. Thus 7, and v, must be disjoint.

Now, if no other elements of N,, are moved by o, then o = v57y;. Otherwise
we repeat the preceding argument on the remaining elements moved by o.
Eventually we get a factorization ¢ = ~,, - - - Y271, where ; is a t;-cycle and
the cycles 71, ..., v, are disjoint. [
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5.36 Remarks. (a) The cycles in the disjoint cycle decomposition of o

(b)

correspond to the connected components in the graph of o.

The proof of Theorem 5.35 actually gives an algorithm for factoring a
permutation ¢ into disjoint cycles: Start with any element x € N,, and
keep applying o until x reappears; this gives the first cycle. Repeat this
process on any element that is not in the first cycle, and continue until
all elements of N,, have appeared in cycles.

As noted in 5.26, a 1-cycle is just the identity permutation, e. In express-
ing a nontrivial permutation as a product of cycles, it is customary to list
only cycles of length 2 or more, since factors equal to e have no effect on
the product. For instance, instead of

(1) 3 4)6) 1) 6 3

we write

(2 3 4) (6 8)

How unique is the factorization of a permutation into disjoint cycles? For
one thing, the cyclic factors can be listed in any order, in view of the fact
that disjoint cycles commute (see Corollary 5.30). Also, a cycle of length
2 or more can be written in more than one way. For instance,

1 2 3
123)=(312=(3 1):(2 . 1)
Thus we have

(1 23)(45)(6789)=(7896)(54)(3 1 2)
(5 4)(2 3 1)(9 6 7 8)

But except for these minor variations, we claim that the factoriza-

tion into disjoint cycles is unique. To see this, suppose ¢ = ;- vV =
A1 - Ay, two factorizations into disjoint cycles; we claim that the As are
the s, but possibly listed in a different order. Fix a; € orb~;. Then a; is
in the orbit of exactly one \;, say a; € orb Ay, and soy1(a) = og(a) = Ai(a).
An induction argument shows that 77 (a) = A/ (a) for every r > 0. There-
fore 41 = Ay, (From 5.24 it follows that two cycles are equal if they have
the same orbit and the same action on each element of that orbit.) Sim-
ilarly, every ~; is one of the \;, and so {v1,...,%m} € {A1,..., A }. The
opposite inclusion is proved the same way.
By the orbits of a permutation o we mean the orbits of the disjoint cy-
cles in its decomposition. The orbits of ¢ are the paths followed by the
elements of its domain under repeated applications of o. Each orbit cor-
responds to a closed polygon in the graph of o.
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5.37 EXAMPLE.

123 45 6 789
(a)<492517683) (145 (2093(®6 7
(b) 123 45 6 78 9 10 11 12

96 8 72 5 41 3 10 12 11

=(1 9 3 8) (26 5) (11 12) (4 7)

(c¢) Let 0 = aff, with a = (1 2 3) and 8 = (2 3 4). Express o as a
product of disjoint cycles.

SorLuTION. As in parts (a) and (b), we follow the algorithm of the cycle
decomposition theorem. The only variation here is that ¢ is now given as a
product of two cycles. We must remember to apply the right-hand cycle first.

B a
! ? ! 'j 2 This yields the 2-cycle (1 2).
2—3—1

[-} «
’ ? ! j ! This yields the 2-cycle (3 4)'
4= 23

Therefore o = (1 2) (3 4). Once this process is mastered, the answer can
be written directly (without all the arrows).

Exercises

1. Compute the inverse of each of the following permutations.

(a) 1234567
31 746 5 2

(b) e
123 4\
(©) (3 1 4 2>
2. Suppose

s (12345 1 ., (12345
T=\5 14 3 2 an =\1 24 3 5

Compute each of the following permutations, and try to keep the amount
of computation to a minimum. Show your methods.

(a) o=
(b) o®
© o
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1 2 3 45
.Leta:<3 1 5 9 4).

(a) Compute 0! by performing at most six permutation products. (Use
nothing more than the standard procedure for multiplying permuta-
tions.)

(b) Compute 032, [After part (a) has been completed, this should require
only the technique for finding inverses.|

. Draw the graph of the permutation
1 23 45 6 7 8 9 10 11
53 7 11 1 10 4 6 9 8 2

. How does the graph of a permutation compare with the graph of its in-
verse?

. Prove that if o € S,, then
(0%) =0 Vs, teN.

(You may use Theorem 5.22(a) in your proof. Proceed by induction on
t. Because this is a special case of 5.22(b), do not assume that result in
your proof.)

. (a) Does the cycle notation o = (1 3 7 5 2) tell us the domain of o7
Explain.

(b) Compute the indicated products.

1 4567 1234567
<135)(3 2756)_( )

(3215)—1(1734)2<12):(12345678>

2
1

=W

. Let 0 be an r-cycle. Without proof, obtain formulas showing the following.
(a) If r is even then o2 is a product of two disjoint (r/2)-cycles.
(b) If r is odd then ¢ is an r-cycle.
[Suggestion: First experiment with the cycles (1 23 4) and (1 234 5) ]
. Express each of the following permutations as a product of disjoint cycles.
(a)(1234567>

56 1 437 2

(b) (1 2 3 4) (4 5 6 1) (1 2)
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101

© 02" @3 9

(d)(123456789)_1

589 236741

10. If 0 € S,, then 0o~ ! = e, from the definition of inverse function. Use this
fact to prove the following:
(a) Each o € S, has only one inverse.
(b) If o, A € S, and A™' = o7 !, then A = 0.

11. Show that if 0,7 € S, then (o7)™' = 771071,

12. Let 0 € S,,. Define a relation ~ on N,, as follows:

v~y <= o'(x)=y forsomekcZ

(a) Prove that ~ is an equivalence relation on N,,.

(b) Use the terminology of this section to describe the associated equiv-
alence classes.

1 2 3 4
0:(3 1 4 2) and /\:(1 2 3 4).

(a) Find a permutation a € Sy such that oA = (2 1 4).
(b) Show that there is only one such permutation .

13. Let

14. Suppose 2 < k < n. How many k-cycles are there in 5,7

15. Find all the values of n for which S, consists of cycles. (Recall that the
identity e € S,, can be viewed as a 1-cycle.)

5.6 The Order of a Permutation; A Card-Shuffling Example

Suppose we shuffle a deck of cards, perhaps in a very intricate way, and then we
perform exactly the same maneuver again. And again. After many repetitions,
will the deck eventually return to its original order? If so, when?

Our goal in this section is to achieve a more complete understanding of
permutation behavior, with particular attention to features that can simplify
large-scale computations. Even with computers at our disposal, knowing how
to find an answer somehow is often not enough. We also need to consider the
efficiency of our procedures; therefore, any insights that reduce many steps to
a few are welcome.* The cycle decomposition theorem from Section 5.5 will

*The reader interested in computer programs that multiply permutations should see
D.E. Knuth, The Art of Computer Programming, vol. 1, 2d ed. (Reading, Mass: Addison-
Wesley, 1973), especially pages 162-172.
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be an important tool in our work here. At the end of the section we’ll settle
the card-shuffling problem posed in the preceding paragraph.
Suppose we want to compute a high power of a given permutation. For

example, suppose
(1 2 3 456789
“\492517683

and we want to compute ¢0%000:00 hy hand. Is this hopeless? No, but we
need a few results before we can do the computation.

5.38 Theorem. Let o, € S, and suppose aff = Sa. Then (af)' = o'
for all t € Z.

PrOOF OUTLINE. First prove by induction on k that a8* = ¥« for all
k € N. Next prove the theorem for ¢ > 0 by induction on ¢t. Then use Theorem
5.22(c) to complete the proof for t < 0. [

5.39 Corollary. If 0 =~ -- 7, is a factorization of ¢ into disjoint cycles,
then o =4 -4 for all t € Z.

Proor OvuTLINE. Use induction on m together with 5.30 and 5.38. [

Recall (from the previous section) what is meant by the order of a permu-
tation:
ordo = min {k € N | 0% = ¢}

How should we compute ord o7 (Also, why should we compute it? We'll illus-
trate the usefulness of ord o shortly.) There is a more efficient way to compute

ord o than by squandering our days computing o2,0?,... and waiting until

% = e, and we’ll now give a slick method that uses the cycle decomposition
of 0.

First consider the order of a k-cycle v = (a1 o ak). The cycle’s graph
makes it clear that ord v = k, since a forward movement of k positions returns
each element to its initial position, while a move of less than k& positions fails

to do so. More formally, it follows from Definition 5.24 that if 1 < ¢ < k, then

; ifi+t<k
(5.40) Yi(a) =W BETES
Qi t—F ifi+t>k

(Use an induction argument to see this, or at least convince yourself by trying
a few values of t.) So v*(a;) = a; for 1 < i < k, therefore v* = e; moreover
vt # e when 0 < t < k. Therefore ordy = k.
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5.41 ExaMPLE. Consider the 5-cycle v = (3 1 7 2 4), and let’s com-
pute 72, We know that ord~ = 5, by what we have just shown. Employing
the division algorithm, we have 72 = 5(14) + 2, and therefore

AT = P2 BV 2 (3 741 2)
Now we can settle a problem posed earlier.

5.42 ExaMpPLE. Compute ¢100:000.000 jf

(123456789
\49 25176 8 3

SoruTioN. From 5.37(a) we have o = (1 4 5) (2 9 3) (6 7), a prod-
uct of disjoint cycles. Therefore

O N

100,000,000 _ (1 4 5)100,000,000 (2 9 3)100,000,000 (6 7)100,000,000

by Corollary 5.39. But ord (6 7) = 2 and 100,000,000 is divisible by 2, so
(6 7)" "% — ¢ Also, 100,000,000 = 3(33,333,333) + 1, so

(1 4 5)100,000,000:(1 4 5) and (2 9 3>100,000,000:(2 9 3)
Therefore
100,000,000 __ . 1 23456 7289
7 _(145>(293)_(492516783)

5.43 Definition. Let S be a set of integers that contains at least one
nonzero integer. The least common multiple of S is the smallest positive
integer that is a multiple of every member of S. The least common multiple
of {r1,r9, ..., 7} is usually denoted lem(ry, ..., 7y) or [ri, ..., 7]

5.44 EXAMPLES.
lem(—6,8,5) = 120
lem(1,2,3,4,5,6) = 60
lem(32, —36) = 288
We will look more closely at least common multiples when we discuss num-

ber theory in Chapter 6. Now we can present the algorithm for determining
the order of an arbitrary permutation in S,,.
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5.45 Theorem. Suppose o € S, has the disjoint cycle decomposition o =
Y1+ Ym, Where v; is a k;-cycle, for 1 <4i < m. Then

ordo =lem(ky, ..., ky)

(Therefore, to compute the order of a permutation o, express o as a product
of disjoint cycles and then compute the least common multiple of the orders of
those cycles.)

Proofr SKETCH. Consider the graph of 0. An application of ¢ corresponds
to each vertex moving to the position of the next vertex in its directed polygon.
Since the ith polygon has k; vertices, after k; applications of o, but no fewer,
the objects in the ith polygon are back in their initial position. So if 0* = e
then s must be a multiple of k;, and this is true for each value of ¢ satisfying
1 <17 < m. Therefore the smallest nonnegative s for which ¢ = e is the least
common multiple of k1, ..., k,,.

AcTtuaL ProoFr. We assert:
(1) o°=e <= sisamultiple of k;, for each i satisfying 1 < i < m.

To prove “«<=", assume that s is a multiple of each k;; say, s = ¢;k; for
1 <4 < m. Then

o =y, = () ()i = e

as desired.

Now for “=". Assume that ¢®* = e. Then we can write s = kyq + t, with
0 <t < ky; thus 7§ = (77*)%% = L. Let a; denote an element in the orbit of
~v1. If t were positive we would have

o'(a1) = vi(ar) = ’ﬁ(al) # ay

(The first equality follows from the fact that none of ~,..., 7, moves ai,
since the cycles are disjoint, and the nonequality follows from formula 5.40.)
But this contradicts our assumption that ¢ = e. Therefore ¢ = 0, and so
s = kyq; that is, s is a multiple of k;. A similar argument shows that s is also
a multiple of ko, ..., kn,, so we have proved assertion (x).

The theorem now follows from the “smallest” condition in the definition of
ord o, and from the definition of least common multiple. [

5.46 ExaMPLE. (a) Compute the order of

/1234 5678 910 11 12 13 14 15
9 \12 5831396410 714 1 11 2 15
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SoruTioN. We first write o as a product of disjoint cycles:
o=(112) (2 5 13 11 14) 3 8 4) (6 9 10 7)
Therefore ord o = lem(2, 5, 3,4) = 60.
(b) Compute the order of
co=(1843)(1 4 7)(1 46 2)(146)(1 45)

SorLuTIioN. To apply Theorem 5.45, we must first express ¢ as a product
of disjoint cycles. (We are given o as a product of cycles, but they are not
disjoint.) If we do this in the manner of Example 5.37(c), we obtain o =
(1 2 3)(4 5 6 7 8). Therefore ordo = lem(3,5) = 15.

Now we can apply all of this to the analysis of card shuffling, the topic that
opened this section.

5.47 ExaAMPLE. (a) Perform a “riffle” shuffle (or “perfect” shuffle or “faro”
shuffle) on a standard deck of 52 playing cards as follows. Cut the deck
exactly in half, place one half in each hand, and then riffle the cards;
that is, release the cards (using your thumbs) from the two half-decks
in an alternating way so that they overlap, then push them together to
constitute one deck. (See the picture.)

Before During After
1
2 27
/\ 1
, /\ 27 ) 1
26 . . 29
27 . :
52
59 26 26

(Background song: “Riffle While You Work”)

Now, with respect to this shuffle, we repeat the question from the start
of this section: If a riffle shuffle is performed repeatedly, will the cards
eventually return to their original order and, if so, how soon?

SorLuTioN. In the shuffle, the top 26 cards go to the respective positions
2,4,6,8,..., and the next 26 cards (in initial positions 26 + 1,26 + 2,
26 + 3,...) go to the respective positions 1,3,5,7,.... This position
change defines a permutation o € Ss; by

11— 21

26+i»—>2i—1} for1<¢=26
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that is,
(1 2 3 ... 26 27 28 29 --- 52
= \2 46 ... 52 1 3 5 ... 51

This has the disjoint cycle decomposition

o= 248 16 32 11 22 44 35 --- 40 27)

(Exercise: fill in the blank.)

which is a 52-cycle!! Therefore ordo = 52, so the cards will return to their
original order after precisely 52 perfect shuffies.

(b) Ezperiment. Based on the preceding discussion you might guess that if a
succession of perfect shuffles is performed on a deck of n cards, where n
is any even natural number, then exactly n shuffles are required to return
the cards to their original order. Test this conjecture by determining the
order of the perfect shuffle for decks of 2, 4, 6, and 8 cards.

(¢) Now let’s return to a 52-card deck. Among all possible shuffles, does the
riffle shuffle have largest order? In other words, is there a shuffle that
will require more than 52 executions to return the deck to its original
configuration?

SoruTioN. Every shuffle corresponds to a permutation in Ss;. Each
o € Ss can be factored into disjoint cycles, and the lengths kq,..., &k of
these cycles determine ord o. Therefore, searching for a permutation of large
order in S5, amounts to searching for positive integers ki, ..., k; with these
properties:

ki+ ko4 -+ k <52
lem(kq, ko, . .., k) is large

With this in mind, consider the permutation o = v17v273747576, Where

H=(1 2 3 4) (4-cycle)
Y=(5 6 9) (5-cycle)
73 = (10 11 16)  (7-cycle)
vy = (17 18 25)  (9-cycle)
5= (26 27 --- 30) (11-cycle)
76 = (37 38 49) (13-cycle)
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Then

orde =lem(4,5,7,9,11,13) = 180,180
(Here we are computing the least common multiple of six numbers that have
no common factors except 1, so their least common multiple is their product.
We'll spend more time on this kind of thing in Section 6.3.) Thus the shuf-

fle corresponding to the permutation ¢ constructed here must be performed
180,180 times before the deck returns to its original order!

Exercises

1. Give an informal definition of the notion of order of a permutation. (That
is, say Definition 5.32 in words.)

2. Compute the order of each of the following permutations.

(L 23456
3516 4 2

) (1 358 2) (2831 6)

@ (L2 345 6 7891011 12
7412 8 9 10 11 3 6 5 1 2

3. Let
(1 23 6 7
77 21 4 7 6

4. Prove that a permutation and its inverse have the same order.

4 5
5 3
Compute o197,

5. Exhibit a permutation in Sz that has order 2,520. Justify your answer.

6. Exhibit a permutation in Sy that has the biggest possible order. Justify
your answer.

7. (a) Give an example of integers m and n with 1 < m < n such that the
largest order of an element in S, is equal to the largest order of an
element in S,,.

(b) If 1 <m < n, is it possible for S,, to have an element of larger order
than that of any element of 5,7 Explain.

8. The Schlimazel Truck Corporation manufactures a three-axle truck, with
two wheels per axle, that also carries two spares. The company recom-
mends that owners periodically perform an elaborate tire interchange in
order to keep the tire wear even. The pattern for the recommended ma-
neuver is shown in the accompanying diagram. (Tires in positions 7 and
8 are the spares.)
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(a) Do you agree that the company’s plan will keep the wear on the tires
approximately uniform over many miles of driving?

(b) After how many of these tire interchanges will the tires first return to
their initial configuration?

9. Suppose the “perfect shuffle” of Example 5.47 is performed with a deck
of 26 cards. After how many repetitions will the deck first return to its
original order?

10. Outline an algorithm for finding the least common multiple of two integers
a and b (that is, the lem of the set {a, b}).

11. Write a detailed proof of Theorem 5.38.

5.7 0Odd and Even Permutations;
Applications to Configurations

In this section we will classify permutations into two types, called even and
odd, and we will use this classification to show the impossibility of certain
rearrangement tasks. Most of our applications will involve some familiar plas-
tic puzzles, but the underlying ideas also have a wide range of applications
in mathematics and physics, and they should not be sneeringly dismissed as
child’s play.

Everyone instinctively knows that any rearrangement of people in a row
of theater seats (one person per seat) can be carried out by a succession of
two-person switches. This observation suggests another way to decompose
permutations in S,,, and our next theorem will make this explicit.

First some terminology: a 2-cycle is also called a transposition. The
transposition 7 = (1 j) interchanges i and j [that is, 7(i) = j and 7(j) = 1]
and holds everything else fixed. We observe that a transposition 7 satisfies
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72 = ¢e; 50 77! = 7. A transposition is the simplest possible nontrivial per-

mutation, for if a permutation ¢ is not the identity, it moves some element x,
say o(x) =y # x. Then o(y) # vy, since o is injective; so o moves at least
two elements. A transposition moves ezactly two elements. The mathemat-
ical formulation of our theater observation in the preceding paragraph is as
follows.

1

5.48 Theorem. If n > 2, then every permutation in S, is a product of
transpositions.

ProoFr. Let o e S,. If 0 = e, we have 0 = (1 2) (1 2). If 0 # e, there
is a disjoint cycle decomposition o = 7 - - - 7,,, so it suffices to show that a

typical r-cycle v = (a1 as - ar) with » > 2 is a product of transpositions.
The following formula does the job:
(5.49) (ap ay -+ a.)=1(a; a)(a; ar1) (a1 ag) (a1 az)

Check this formula by applying the permutations on both sides of the alleged
equation to each of a,...,a,. O

5.50 EXAMPLE. Express

as a product of transpositions.

SorLuTioN. We first write o as a product of disjoint cycles, then apply 5.49
to each of those cycles:

o

(1 6 27)(3 10 9) (4 5 8)

(1 7)(1 2) (1 6) (39 (3 10) (4 8) (4 5)

5.51 Remark. Here are some observations about factorization into prod-
ucts of transpositions.

(a) We cannot expect the transpositions in such a product to be disjoint. For
instance, a 3-cycle moves exactly three elements, whereas a product of
disjoint transpositions moves an even number of elements.

(b) The inequality
(1 3)(1 2)#£(1 2) (1 3)
shows that the order in which transpositions are listed as factors is im-

portant. It is only when permutations are disjoint that we can be sure
(without further checking) that their relative position doesn’t matter.



5.7. ODD AND EVEN PERMUTATIONS; CONFIGURATIONS = 235

Suppose a nontrivial permutation is applied to a set of people who are
waiting in line. This changes the ordering, so that now there is at least one
person who is ahead of someone he used to be behind. We say that the
orientation of these two people has been reversed, or that a reversal has
occurred. Similarly, if ¢ € S,, and {i,j} C N,,, with ¢ # j, we say that o
reverses the orientation of ¢ and j if either

i<j and o(i) > o(j)
or
i>7 and o(i) < o(y)
More compactly: o reverses ¢ and j if
ot _,
t—17

Incidentally, notice that

o(t) —a(j) _ a(j) —o(i)

i—j j—i

so that this quotient depends only on the pair of integers under consideration,
not on their relative sizes.

For some applications we may need to know whether the total number of
reversals caused by a given permutation is even or odd. (See Example 5.60.)
For this purpose it is useful to define the sign of o, denoted sgn o, by

(5.52) { 1 if the number of reversals is even
. sgno =

1 if the number of reversals is odd
Otherwise stated:
(5.53) sgno = (—1)", where r is the number of reversals caused by o

The following theorem gives the basic properties of the sign function.

5.54 Theorem. (a) sgno = H M
it
(b) sgnoA = (sgno)(sgn\)

(c) If 7 is a transposition, then sgn = —1.

(d) If o = 71 - - - 75, where the 7; are transpositions, then sgno = (—1)°.
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ProoF. (a) Here the indicated product is understood to represent the prod-
uct of all the quotients of the form

(i) —a(j)
i~
for which the inequality 1 < i < 7 < n holds. From our earlier discussion
we know that such a quotient is negative if and only if o reverses ¢ and
j. Therefore, the product under scrutiny has the same sign (as a real

number) as sgno. We will be done if we can show that the product has
absolute value 1. We have

IIdU—UU)

i~

11

1<j

d@-aﬁwzfﬂdﬂ—dﬁﬂ
i—J ITli—J

But the factors in the denominator on the right are all the absolute values
of differences of two integers between 1 and n, one factor for each inte-
ger pair; and the same is true of the numerator, since ¢ is a bijection.
Therefore the quotient is equal to 1, which is what we wanted to show.

(b) sgno = H—J)\ —oAU)

1<j

1<j b=
0= ) X030
g M) — Ay i—7
B MQ—UA) Ai) = AG)
g A7) — g i—j

= (sgno) (sgn )\)

[The last equality follows from the fact that as {i, j} varies through the
two-element subsets of N,,, so does {A(2), A\(7)}.]

(¢) Let 7 = (r s), with r < s; we will count the reversals. Under 7’s
action, r reverses with respect to every element strictly between r and
s, and so does s. That’s two reversals for every number strictly between
r and s, making an even number of reversals so far. Finally, 7 reverses
the orientation of r with respect to s. That makes the total number of
reversals odd, so sgnT = —1.

(d) This follows immediately from parts (b) and (c), by induction on s. O

5.55 Corollary. If o =7 - -7, and also o = 77 - - - 7/, where each 7; and 7/
is a transposition, then s and ¢ are both even or both odd.

PrRoOOF. From the theorem we have sgno = (—1)° = (—1)". The conclusion
follows. [
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5.56 Definition. A permutation o € S, is odd if sgno = —1 and even if
sgno = 1. The evenness or oddness of ¢ is called its parity.

A permutation o € S,, (n > 2) can be written as a product of transpo-
sitions in infinitely many ways. For example, we have e = (1 2) (1 2) =
(1 2) (1 2) (1 2) (1 2) and so on, and such expressions can be appended
to any factorization of o to get a new factorization, or we can insert them
between any two factors of a given factorization. We can also manipulate
expressions in other ways; for example,

(2 3)(34)=(23 4)=(4 2 3) =4 3) (42

But however the symbols are tormented to produce a new factorization into
transpositions, parity must be preserved.
The sign of a permutation can be computed directly from Equation 5.52,
but it is useful to have a more explicit algorithm for the job. We'll give two.
First notice that if  is an r-cycle then sgny = (—1)"*! by formula 5.49,
Theorem 5.54(d), and the fact that (—1)""! = (=1)"!. Therefore:

(5.57) If 0 =717, where v; is an r;-cycle, then

sgno = (1)t

(12345
7315 24
we have 0 = (1 3 5 4 2), and therefore sgno = (—1)® = 1. And if
/\_<123456789101112)

For example, if

31978465 2 1211 10
then A= (1 3 9 2) (4 7 6) (5 8) (10 12), and therefore
Sgn)\ _ (_1)4+3+2+2+4 ——

Here’s another method for determining the parity.

5.58 PROCEDURE. Given a permutation in its standard form

o 1 2 ... n
~\a(l) o(2) - o(n)
scan the bottom row from left to right, and determine how many times there

is a number in that row with a smaller number to its right (possibly with other
numbers in between). If there are ¢ such instances, then

sgno = (—1)"
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(Each occurrence of a number to the left of a smaller number corresponds to
a reversal, so statement 5.53 gives the result.) Let’s use this method on the
permutations o and A to which we applied 5.57. In the bottom row of o we
find two numbers to the left of smaller numbers:

3 is to the left of 1 and 2
5 is to the left of 2 and 4

Therefore 5.58 gives sgno = (—1)* = 1. The bottom row of A has more
numbers to examine, so we’ll make a table.

Number | Smaller numbers to the right
3 1,2
9 7,8,4,6,5,2
7 4,6, 5,2
8 4,6, 5, 2
4 2
6 5,2
5 2
12 11, 10
11 10

Therefore sgn A = (—1)* = —1.

We conclude this section by using the results about signs to demonstrate
that certain configurations cannot be achieved.

5.59 ExXAMPLE. In the theater problem (Example 5.1(a)), each neighborly
seat switch corresponds to a transposition. Since 14 switches will achieve the
desired rearrangement, the corresponding permutation in Sy is even. There-
fore it cannot be expressed as a product of 11 transpositions, as suggested, so
the second plan should be rejected.

5.60 ExaMPLE. A familiar puzzle consists of a square grid of 16 squares,
with movable tiles numbered 1 through 15 occupying fifteen of those squares
and the remaining square blank. A legal move involves sliding a tile onto the
blank location from an adjacent location. Given the puzzle in this configura-
tion:
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oo I

is it possible to rearrange the tiles into the opposite order by a sequence of
legal moves?

17 | 15 | 13 | 16

11 | 10 4 9

SoruTioN. We will use permutations to solve this problem. Think of the
blank location as being occupied by a black tile bearing the invisible number
16. With this intuition, our puzzle consists of sixteen tiles in sixteen locations,
and a legal move interchanges the black tile with one of its neighbors, keeping
all the other tiles fixed. Thus a legal move is a transposition. The attempted
rearrangement corresponds to this permutation:

(1 2 3 4 5 6 789 10 11 12 13 14 15 16
7\15 14 1312 11 10987 6 5 4 3 2 1 16

Then o is odd, since
o= (1 15) (2 14) (3 13) (4 12) (5 11)(6 10) (7 9)

Therefore any effort that produces the desired rearrangement must involve
an odd number of legal moves. On the other hand, each legal move requires
a horizontal or vertical move of the black tile. For that tile to return to its
initial position, it must be subjected to an even number of vertical moves
and an even number of horizontal moves, hence to an even number of moves
altogether. Thus the desired rearrangement is impossible.

5.61 EXAMPLE. A detailed analysis of the Rubik’s Cube problem (Example
5.1(d)) would take us too long here, so we will make do with a brief sketch of
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the argument. (For more details, including the development of more insightful
notation, see the book by Frey and Singmaster cited on p. 193.) We view a
Cube operation as a permutation of facelets. The flip operation in question
constitutes an interchange of two facelets; that is, a transposition, which is an
odd permutation. Now consider a 90° clockwise twist (looking down) of the
upper face. To describe the corresponding permutation, we must account for
the movements of all twenty-one facelets on the upper layer of the Cube.

/4-> 9 8 2
59 58 /52

054 75 /73 /)53

(650 56 /51 /|55
17 s |70

Doing the twist.

The movements of the sides of the layer are summarized by three 4-cycles:
(1 47 10)(2 5 8 11) (3 6 9 12)
Movements of the outer facelets of the top face are given by the product
(13 15 17 19) (14 16 18 20)

Finally, while the center facelet of the top face remains in the center, its posi-
tion changes by rotation, and we record its movement by a specially denoted
4-cycle:
(r =4 <)

Altogether we have six disjoint 4-cycles, hence an even permutation. But
every cube operation is a succession of face rotations. Therefore every cube
operation corresponds to an even permutation, so the desired flip operation is
impossible.

Exercises

1. Express each of the following permutations as a product of transpositions.

(a)<§2345672)

1 752 48
12345678
(b)(42718635)
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() (1 2 3)(2 3 4)

12
(d) (3 1 4) (7 )

6 7

2 6
e) 3571 48
. (a) Describe the orbits of a permutation that is a product of disjoint
transpositions. Use a graph to illustrate your remarks.

3 4 5
4 3 5
)—1

(b) Let o € S,,, with n > 2. State a necessary and sufficient condition
on the factorization of ¢ into disjoint cycles in order for o to be
expressible as a product of disjoint transpositions, and justify your
claim.

. In each case determine the number of reversals and then use 5.53 to com-

pute the sign of the given permutation.

o (31 9)
)
)

1 2
o (L3

1 2

@ (5 3

. The notation (1 3 5) can be used to represent infinitely many cycles, one
in each .S, for which n > 5. Show that all these cycles cause exactly the
same reversals, so that there is no ambiguity in the phrase, “the reversals
caused by (1 3 5) J
. Show that for each n > 2 there is a permutation for which the number of
reversals is n(n — 1)/2. (Suggestion: First verify the assertion for n = 2,
3, and 4.)
. (a) Use induction on n to prove that if n > 2 every element of S,, can be
expressed as a product of transpositions from the set

{1 2.0 3).....(1 n)

(As part of the induction step, view S as the subset of Sy, consisting
of all the permutations that fix £ 4+ 1. Then show that if 0 € Sk
moves k + 1, then there is a suitable transposition 7 such that 7o €
(b) Interpret the result in part (a) in the context of theater-seat arrange-
ments (Example 5.1(a)).
. The set of even permutations in S, is called the alternating group,
denoted A,,.
(a) Show that if o, A € A, then o\ € A,. (We therefore say that A, is
closed under the product operation.)

— oW s W
NSNS
Ut Ot = Ot
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10.

11.

12.
13.
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(b) Show that if ¢ € A, then o~ € A,,.
(c) Show that if ¢ € A, and X € S,, then A"'o ) € A,,.

Every rearrangement of people in a row of theater seats can be achieved
by successive switches of neighbors. Prove this assertion’s mathematical
formulation: If n > 2, every permutation in S, is a product of transposi-
tions of the form (z i+ 1). (Hint: By Theorem 5.48, it suffices to show
that every transposition can be written as such a product. Think of how
it would be done in a theater.)

Show that if 0 = 779, where 7 and 7» are disjoint transpositions, then
also o = 1o, but there is no other way to express o as a product of two
transpositions.

Suppose n > 2, and let 7 be a fixed transposition in S,. Let A, denote
the alternating group. (see Exercise 7.) Define a function f: A, — S, by

flo)=710 Vo€ A,

(a) Show that f is a bijection from A, to the set of odd permutations in
Sh.
(b) Use part (a) to conclude that #A, = n!/2.
In each of the following cases, compute the sign of the given permutation.
(a)(123456789)
3698 245 71
(b) (2 8 4)™
(¢) (1 3 8 5)
(d 38 72 1)(4 362 (B 7)1 234H5)
For which n is the cycle (1 2 3 - n) even?

—621

(a) Is there a procedure that will take the puzzle in Example 5.60 from
its initial configuration (the first picture in 5.60) to the following
configuration in exactly 23 moves? Explain.

o

3 6 0 4

9 18 2 11

17 | 15 | 13 | 16

(b) Is there a way to manipulate the puzzle into the following configura-
tion from the initial one in 5.607 Explain.
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6 1 7 5

3 65 0.

4 69 | 66 8

67 2 63 | 61

14. Exercise 7(a) shows that the set of even permutations in .S, is closed under
product. Is the set of odd permutations in 5, also closed under product?

15. For which values of n > 3 does the regular n-gon have a symmetry whose
associated permutation is a transposition? Explain.

5.8 Binomial and Multinomial Coefficients

In Chapter 2 we learned that an n-element set has 2™ subsets. But in most
contexts in which we must choose subsets, there are restrictions on the sizes
of subsets to be chosen. We’ll start this section by considering a question that
is important in combinatorics and probability theory, as well as in algebraic
computations: If 0 < k& < n, how many k-element subsets are contained in a
set of n elements? Then we will obtain intriguing connections between some of
the numbers (the so-called binomial coefficients) that arise in the discussion,
and we will give some applications.

In what follows, a set with k elements will be called a k-set, as before, or
a combination of k elements; a subset that is a k-set is a k-subset.

5.62 Definition. Let k£ and n be integers, with 0 < k < n. The number of
k-subsets of an n-set is written
n
(:)

and called the binomial coefficient n over k. (Other notations are C'(n, k)
and ,,C; both are pronounced “n choose k.”)

5.63 Theorem. Let n be a nonnegative integer. Then

0 ()
0 ()
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(c) <Z>:Oifk:>n
(d) <Z>:<nﬁk> if0<k<n
e n > 1 then = =n
@ 1tz (1) = (")
1 n—1

n n n
£) 2" —
02 =(o)+ () ()

ProOF. (a) An n-set contains only one 0-set, namely, (.

(b) The only n-subset of an n-set S'is S itself. (Franklin Roosevelt was widely
acclaimed for a statement something like this.)

(c¢) If £ > n then an n-set contains no k-subsets.

(d) Given an n-set S, complementation gives a bijection between the collection
of k-subsets of S and the collection of (n — k)-subsets of S. Alternatively
stated, the number of ways of choosing a k-subset of S is equal to the
number of ways of choosing the complement of a k-subset of S.

(e) The fact that () = n is clear from the definition, and the equality (7) =
(,",) follows from (d).

(f) We know (from Theorem 2.71) that if S is an n-set then #P(S) = 2".
On the other hand, P(S) has as its members (), the 1-subsets of S, the
2-subsets of .S, and so on. Counting all these subsets gives

n n n n
P = c.
#= (o) + (1) (2) =+ ()
and this yields the desired equation. [

The next theorem provides an explicit formula for the binomial coefficients,
and we will give two very different proofs. The strategy of the first proof is
to count something two different ways, then to equate the results and deduce
the conclusion. The second proof is by induction.

5.64 Theorem. If0 <k <n, then

(1) = 5

Proor 1. First consider how many repetition-free sequences of length k&
can be chosen from a given set of n elements. There are n possibilities for
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the first element, then n — 1 possibilities for the second element, and so on;
eventually there are n — (k — 1) possibilities for the kth element. Altogether
there are

(%) nn—1)-(n—k+1)

sequences, by the product rule.

Now let’s make the selection in another way. First choose k elements from
the given n-set: there are (Z) ways to do this, by definition of the symbol (Z)
Then, having chosen these k elements, there are k! ways to arrange them in a
sequence of length k. Thus the product rule yields a total of

() (Z) k!

repetition-free sequences of length k.
Since (%) and (xx) both count the same set, they are equal; therefore

n nn—1)---(n—k+1)
(%) <k>: K
~nn—1)---(n—k+1) (n—k)
B k! “(n—k)!
n!
Tk (n—k)

This completes the first proof.

Proor 2. We will use induction on n. If n = 0 then also £ = 0; and (8) =1
because the empty set is the only 0-set. On the other hand,

o!

S
0/(0—0)!

because 0! = 1 by definition. This establishes the basis step of the induction.
Now suppose the theorem is true for n = ¢t. That is, assume

t t!
= <k<t
(k) g r0sks

To complete the induction we must verify that the theorem holds for ¢ + 1;
that is, that

t+1 (t+1)!
__UHD o i<k<i+d
(k) Mi+1—k) TSRS tT
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Let S be a (t + 1)-set, and fix an element x € S. Then we can write
S ={x} USy, where Sy is a t-set. Now, a k-subset of S is either a k-subset
of Sy or has the form A U {z} for some (k — 1)-subset A C S;. But from the
definition of binomial coefficient, there are (,i) of the former and (kil) of the
latter. Thus

t+1\ [t t (by the addition
oo (1) () () e
B ! n t! (by the induction

K'(t—k)!  (k—1)!(t—k+1)! hypothesis)

Ht—k+1)+t1k (we have found

a common
I (t — |
KLt — k4 1)1 denominator)
|
t(t+1) (factor t! out of
= m both numerator
' ' terms)
t !
_ @+ -
K(t+1— k)

Formula (% % %) in Proof 1 of Theorem 5.64 is useful for computational
purposes. It has fewer multiplications than the formula in the statement of
the theorem.

5.66 Corollary (Pascal’s Formula). If n and k are integers satisfying

1 <k <n, then
ny n—1 n n—1
k) \ k E—1

ProoOF. Substitute t =n — 1 in Equation 5.65. [

Pascal’s formula gives a recurrence relation for the computation of binomial
coefficients, given the initial data (g) = (Z) = 1 for all n. Notice that no
multiplication is needed for this computation (unlike the formula in Theorem
5.64). The recursion yields the following table, known as Pascal’s triangle.
To reproduce it, write 1s in the left column and in the diagonal inside the
table. Then, from top to bottom, plug each hole in the triangle with the sum

of the number directly above the hole and the number to the upper left of the
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hole.
Binomial Coefficients (Pascal’s Triangle)

15 20 15 6 1
21 35 35 21 7 1
28 56 70 56 28 8 1

k01 2 3 4 5 6 7 8
n

0 |1

1 |11

2 |1 2 1

3 |1 3 3 1
4 |11 4 6 4 1
5 |1 5 10 10 5 1
6 (1 6

T 17

8 |1 8

5.67 ExaMPLE. Now we can quickly settle a couple of the problems posed
at the start of the chapter.

SorLuTioN TO 5.1(€). The number of clinks is equal to the number of
2-sets in a 10-set, which is
10 10!
=— =145
( 2 ) 2! 8!

Similarly, the number of minuet teams that must be checked is

10 10!
=— =120
(3) =
SoLuTiON TO 5.1(C). Each route from the southwest to the northeast
consists of 16 one-block legs; exactly eight of these legs are easterly and eight
are northerly. Each route can be represented by a string of sixteen E’s and

N’s, using eight copies of each letter. For instance, the route shown on page
193 is represented by

NEEENNENNNNEENEE

Such a string is completely specified by indicating which eight of the sixteen
positions will contain N’s. Otherwise put: each route corresponds to an eight-
element subset of Njg. Therefore, altogether there are

= 12,870

16\ 16! 16-15-14-13-12-11-10-9-8!
8 ) 8!8l 818!
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allowable routes. More generally, the same argument can be used to show
that for an n x n array of city blocks, the number of allowable southwest-
to-northeast routes is (**). [It can also be shown (by methods beyond our
treatment here) that when n is large, (*") is approximately 4"/\/7mn. For
instance, when n = 100, the number of routes is approximately 9 x 107,
which is nothing to sniff at.]

If the problem setting is generalized still further, to an m x n grid, then

the same reasoning as before yields (m:”) routes.

5.68 ExaMPLE. Electronically transmitted information is often coded into
strings of 0s and 1s. (Each digit is called a bit.) The weight of a string is its
number of 1s. Interference or mechanical problems can introduce errors into
transmitted messages, and the detection and correction of errors is a major
concern of the mathematical subject known as coding theory. Consider a code
whose words are all the 16-bit strings whose weight is divisible by 4. Let’s
compute the number of codewords. If k is a multiple of 4 then there are (1:)
codewords of weight k, since each word is determined by the set of £k locations

that hold 1s. So altogether the number of codewords is

()= () (8) () + ()

With the help of Theorem 5.63, this simplifies to

16 16
211
()2l (0)]
Then computing (186) and (146) by means of Theorem 5.64 gives 16,512 for the
total number of codewords.

Incidentally, while the code described in Example 5.68 allows certain errors
to be detected, it doesn’t allow error correction. For instance, an error (a bit
received as 1 when 0 was intended, or vice versa) in an odd number of bits in a
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transmitted word will have odd weight and hence will not be a codeword. But
even though we may know a word to be wrong, we have no way to know what
was intended. For this reason it is desirable for codewords to be sufficiently
different from each other so that if a small number of errors are made in
transmitting a word, it will be clear which codeword was intended. This is
a big topic in coding theory, and we won’t go into it (but see Exercise 13 in
Section 3.2 for the notion of distance between codewords). Our message in
the present section is only that a thorough description of a code involves a lot
of counting, and that binomial coefficients play a very active role.

5.69 Definition. Let S be a finite nonempty set. If A C S, define the
probability of A (with respect to S), denoted Pr(A), to be the quotient
#A/#S. (A more complete notation would be Prg(A), but if S has been
fixed throughout a given discussion, we usually agree to remember it without
writing it.)

5.70 ExaMmpLES. With the notation of Definition 5.69, for any finite and
nonempty set S we have

and, in general,
0<Pr(4) <1

The probability of a set A can be interpreted as follows. View S as the
set of possible outcomes of some experiment or the set of possible choices in
some decision process, with each outcome or choice equally likely. (Imagine
yourself blindfolded and choosing a card from a well-shuffled deck.) Then
Pr(A) represents the fraction of the time that we expect an experimental
outcome or choice to be in A in a large number of trials.

5.71 ExaMpPLES. (a) What is the probability of being dealt a flush in
poker?

SoLUTION. A poker deck has 52 cards, and it is partitioned into four 13-
card suits. A poker hand has five cards, so the number of possible poker
hands is (552). A flush hand consists of cards from only one suit. There are
(153) flush hands of each suit, hence 4 - (153) flush hands altogether. The desired
probability is therefore the fraction

#(flush hands)  4- (153) 5148 1

#(poker hands) () 2,598,960 ~ 500

(In the formal language of Definition 5.69, this is the probability of the set of
flushes with respect to the set of all poker hands.)
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(b) What is the probability of being dealt a full house in poker?

SorLuTioN. A full house consists of a triplet of cards of one numerical value
together with a pair of cards of another value. There are 13 possibilities for
the value of the triplet; having fixed that, there are (g) ways to select three
cards with that value. Then there remain 12 possibilities for the value of the
pair; having chosen that value there are (3) ways to choose the two cards.
Therefore, by the product rule, we deduce that the probability of being dealt

a full house is

#(full houses) 13- (3) -12- (;l)

#(poker hands) (552)

C13-4-12:6 1
T 2,598,960 694

By comparing this with the probability of a flush, we see that the full house
is less likely and hence more highly prized.

We have seen equations (in 5.63 and 5.66) that give connections between
different binomial coefficients. This is to be expected. For instance, in choos-
ing a k-subset of an n-set, along the way we will have chosen a k’-subset, for
each k' < k, so it is natural to expect an association between (Z) and (,?,)
Here are some further samples of such phenomena.

n ni{n-—1
: . <k< _ _
5.72 Theorem. (a) If 1 <k <mn, then <k> k: (k— 1)

(b) If m and n are nonnegative integers, then

£

k=0

We'll start with two different proofs of (a). The first proof will come from
playing with the formula for binomial coefficients given by Theorem 5.64. It
is arithmetically easy and requires no set-theoretical baggage. On the other
hand, it gives no insight into the meaning of the equation in terms of decision
procedures. The second proof gives that insight, but some perspiration is lost
along the way. (We must not be too critical of the first proof. Once a result
is discovered somehow, perhaps then it is possible to interpret it and mine its
riches.) We will also give two proofs of (b). The first has a geometric flavor,
while the second relies on arithmetic. Both proofs use our earlier results on
binomial coefficients.
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Proor 1 orF (a).

ny n! n (n—1)!
(k;) T K=k k (k=1 (n—k)

n (n—1)! _n(n—-1

ok (k=D ((n-1)—(k-1) k:(k—l)
Proor 2 oF (a). Choosing a k-subset of an n-set S can be done by first
choosing an element x € S and then choosing k£ — 1 elements from the remain-
ing n — 1 elements. Altogether there are ”(Zj) possibilities for this, by the
product rule. But let’s be careful. We have done more than pick a k-subset:
we have also singled out one element = for special attention (as the first ele-
ment chosen). More precisely, we have chosen an ordered pair (z, B), where
B is a k-subset of S and x € B. There is another way to do this: first choose
B and then choose z. There are (Z) ways to choose B and, having done that,
there are then k ways to choose x in B. This gives k(Z) possibilities for the
choice of (x, B). We have counted something in two ways (a strategy familiar
from the first proof of 5.64), and therefore the results are equal:

(20) =+(6)

ProoF 1 ofF (b). In the labelled graph pictured here, consider all the

The conclusion follows.

QO Ql QQ * * * Qn 1 Qn

n

paths that start at P and end at a vertex on the upper boundary, moving up
or to the right at each step. By the discussion at the end of Example 5.67,
for each k satisfying 0 < k& < n, the number of paths from P to Q) is (m,jk)
Hence the total number of such paths is

" Im+k
(%) > (")

k=0
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Now extend the original diagram by adding a new row at the top.

R

QO Qn

m-+ 1

Each path already counted has exactly one extension to a path from P to
R that touches no additional vertices on the original graph. (Move up from
the original endpoint, then move right to R.) Moreover, every path from
P to R is such an extension. Therefore the quantity (%) is equal to the
number of paths from P to R. But the number of paths from P to R is also

equal to
m+n+1
n

again by the argument of Example 5.67; therefore the stated equation is true.

ProoF 2 oF (b). Letm be any nonnegative integer. We must prove that
the asserted equation holds for every nonnegative integer n, and we will do
this by induction on n.

If n = 0 then the equation to be verified is

()

and this is true by Theorem 5.63(a).
Now suppose the result is true for n = t, and we must prove the result for
the case n =t + 1. In other words, we must show that

tz*i mAk\  (mAt+2
ko) t+1

k=0
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tf: m+k\ <= (m+k L (At
k) =\ k t+1

(m +t+ 1> (m +t+ 1> (by the induction

t t+1 hypothesis)
m+t+2 (by Pascal’s
= a
t+1 formula)

A binomial is an algebraic expression that is a sum of two terms. The
following theorem gives us a formula for the coefficients of the terms in the
expansion of a power of a binomial; hence the name binomial coefficient.

5.73 The Binomial Theorem. Let a,b € R, and let n € N. Then

(a+b)" = i: (Z) abrk

k=0

PREAMBLE TO ProoOF. When we multiply together n factors, each equal
to a 4+ b, we get a sum of terms of the form a*b"~*. The number of times a
particular a*0"~* appears as a term in the product is equal to the number of
times exactly k of the a’s have been chosen from the n factors a+0b to use as a
multiplier. There are (Z) ways to make this choice. Therefore, it is reasonable
to believe that the coefficient of a*6™* in the product is (), and now we will

prove it.
Proor. We will use the following piece of notational magic: given numbers
Co,C1, - - -, Ct, then

t+1

(*) Z Cr = Z Ck—1

(The magic becomes believable by means of an induction argument on ¢. Less
formally: both sides of the alleged equation are equal to co + -+ + ¢;.)

Now we will prove the theorem by induction on n. If n = 1 the result is
trivially true, so suppose the result is true for n = ¢; that is,

(a+b)f = Zt: (Z) akpt=*

k=0

We must prove the result for n =t + 1:

t41
(a + b)t+1 _ Z (t + 1) akb(t-i-l)—k
k

k=0



254 « CHAPTER 5 COMBINATORICS

We compute:

(a+b)"* = (a+0b)(a+b)

t
=(a+0) Z ( k> a"pt " (by the induction hypothesis)
k=0

t t
_ U\ kt1pi—k U\ kpt—k1
= z_: (k>a b + z_: 1 a”b

t+1

=3 () ’f+1+2( Jatut o ()
= t“+i:< _1> kot ’““+Z( > aFpt=rHL 4 ptt
|

B (e

t
— gt g ( > a4yttt (by Pascal’s formula)
k=1

t+1
(t 1> t—‘rl) k O
k=0

5.74 Corollary. 2"=(3)+ (1) +---+(,",) + ()

n—1 n

(]

ProoF. Let a=0b=1 in the binomial theorem. (This is our second proof
of this fact. The first appeared in Theorem 5.63). O

5.75 EXAMPLE. Suppose z is a real number. Compute the coefficient of 2°
in the expansion of (z — 3)*.

SorLuTIiON. By the binomial theorem,

B = (et (8 =Y (1k1)xk<_3>n—k

k=0

So the term containing z° is () (—3)°z°%. But (}]) = 462 and (—3)° = —243,

therefore the answer is —112,266.

5.76 ExXaAMPLE. Imagine that you are at the market and that you have
purchased the following items:
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4 bananas (not attached)

5 cans of tuna

2 boxes of cereal

4 lemons

3 bottles of a particular classic cola
6 light bulbs.

Because some of the items are easily damaged, you care about the order in
which they are put into the grocery bag, but you don’t distinguish one banana
from another, one cereal box from another, etc., for this purpose. In how many
essentially different orders can the clerk put the products into the bag?

Notice that each pattern of bag loading corresponds to a sequence of length
24 of the form

(banana, cola, cereal, bulb, bulb, tuna, . . .)

So we are really counting sequences of length 24, subject to certain conditions
on the terms, with the understanding that certain sequences are equivalent.
(For example, we will not interpret the interchange of two bananas, while
fixing the positions of the other objects, as a different packing order.)

Let’s state this problem a bit more formally: We are given n elements to be
listed in sequence. The elements are partitioned into ¢ types, with k; elements
of the ith type, for 1 < ¢ < ¢t. How many essentially different sequences are
there, if we do not distinguish between two elements of the same type?

We can settle this with the help of binomial coefficients and the product
rule. In a sequence of length n, there are (1?1 ) ways to select the positions
that will be filled by objects of the first type (say bananas). Having done this,
there are (”_kl) ways to select the positions for the objects of the second type,

ko
and so on. Altogether, the product rule gives

B L

different results. By the formula for binomial coefficients, this is equal to

n! (n — kp)! (n — ki — ko)!
X X X
k:l!(n—k'l)! k’g!(n—kl —k’g)! k3!(n—k1—k2—k3)!
% (n—kl—kg—"'—k’t_l)!
k! 0!

Observe that the right-hand factor in each denominator is equal to the nu-
merator of the next factor. So, after cancellation, the whole product dwindles

to
n!

kqlko! - - k!
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Now we can calculate the answer to the grocery-store problem:

241
4151214131 6!

It is now natural to make the following definition.

5.77 Definition. Let n and ki,...,k be nonnegative integers, with
ki +---+ k; = n. Define the multinomial coefficient

n B n!
ki ko oo ki) kilkolo-ky!

A formal interpretation of multinomial coefficients proceeds as follows. Let
A be an n-set, and suppose A is partitioned into blocks Aq, Ao, ..., A;, where
each A; is a k;-set, for 1 < ¢ < t. Consider the collection of all sequences of
length n whose terms are all the elements of A. (That is, consider the set
of surjections N,, = A.) Call two such sequences f and g equivalent if, for
each 7 satisfying 1 < ¢ < n, the elements f(i) and g(i) belong to the same
block. This is an equivalence relation on this collection of sequences, and the
multinomial coefficient

n
<k1 Ry e kt)

is the number of equivalence classes.

5.78 ExAaMPLE. Consider the number of different words that can be made
using all the letters of “Mississippi.” (By a word we just mean a string of
letters.) There are four i’s, four s’s, two p’s, and one M: eleven letters in all.
The solution is the multinomial coefficient

11 11!
= —— 4
(4 4 2 1> arataryy — oHo0

Like the term “binomial coefficient,” the term “multinomial coefficient”
comes from considering algebraic expressions. Given real numbers x1, zs, . . .,
x¢, consider the power

(14t w)" = (wr+ - a) (o + - x) ()

After performing this product but before collecting like terms,; a typical term
in this product has the form

k1, .k
3311$22 . mf‘t



5.8. BINOMIAL AND MULTINOMIAL COEFFICIENTS = 257

The coefficient of 3311“ - -azft after collecting like terms is equal to the number
of ways of picking k; factors equal to x1, and ko factors equal to x5, and so
on, as we multiply the n copies of x; + x5 + --- + x;. This is precisely the
multinomial coefficient
n
(kzl ky ... kzt>

5.79 ExAMPLE. In the expansion of (x;+xy+ 3+ 14+ x5)7, the coefficient
of B2xsxirs is

7 7!
- —42
(2 0 1 3 1) arormai 2

Exercises

1. Compute the following binomial coefficients.

@ (7 @ (g)
o)
o) w()
@ () w ()

2. A team of nine starting baseball players will be chosen from a group of
thirteen hopefuls. The coach’s child is one of the thirteen.

(a) How many possibilities are there for the team?

(b) Suppose the coach’s child is guaranteed a position on the team. Now
how many possibilities are there for the team?

3. Without referring to the text, write the top ten lines of Pascal’s triangle.

4. Determine all the nonnegative integers n that satisfy the equation

n\ (n

4) \6
5. A local restaurant offers a special salad lunch subject to these conditions:
Each diner chooses exactly five ingredients from a menu of eight possibil-
ities and then tops it with a blend of exactly two of the restaurant’s four

dressings.
(a) How many dressed salad combinations are possible?
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10.

11.
12.
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(b) Jones loves the lunch, but he cannot tolerate the simultaneous in-
clusion of radishes (one of the eight items on the menu) and peanut
butter dressing (one of the four choices), though all other possibilities
are acceptable to him. How many acceptable choices does he have?

(c) In the statement of the lunch conditions, change each “exactly” to
“at most.” Now answer (a) again. (Assume that the diner chooses at
least one salad ingredient, but allow for the possibility of no dressing.)

The definition of (Z) mentions “an n-set.” Show that this definition is

independent of the n-set used. That is, show that if A; and Ay are both

n-sets, then the number of k-subsets of A; is equal to the number of

k-subsets of A,.

Write out the expression (z + y)7 as a sum of integer multiples of terms

of the form z'y’.

What is the coefficient of y* in the expansion of (2z — 5y)%?

Prove that for nonnegative integers m and n the following formula holds:

Zn: E\  (n+1

—\m \m+1
Use induction on n, starting with n = 0. (Refer to Definition 5.62 in the
case n = 0.) Pascal’s formula may be helpful.

Suppose 0 < ki + ko < n. Verify the equation
n\(n—*k\ n k1 + ko
l{?l kg N kl + k2 kl

(a) by direct application of the formula for binomial coefficients (Theorem
5.64);

(b) by an intuitive argument similar to that used in the text to verify
5.72(a).

Prove the equation ("}') — (";') = (n — 1)? for each n > 1.

Eight varieties of plant seeds are to be selected for a garden. Altogether

15 varieties of vegetables and 10 flower varieties are available. Determine

the number of ways the selection can be made under each of the following

conditions.

in two ways:

(a) Four vegetables and four flowers must be chosen.
(b) There must be more flower varieties than vegetable varieties.

(¢) There must be at least two flower varieties.
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14.

15.

16.

17.

18.
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Determine the number of paths from P to () in the accompanying graph
under each of the following conditions. (Assume each leg of the path
moves either up or to the right.)

8

(a) The path must go through vertex R.

(b) The path must not go through vertex R.

(c) Every one-directional section of each path has even length. (An edge
of a small square is one unit long.)

In how many ways can a collection of 25 objects be partitioned into two

blocks of ten elements and one block of five elements?

What is the probability of being dealt four-of-a-kind in poker (that is, a

five-card hand containing four cards of the same value, such as four aces

or four 5s).

Show that if A is a nonempty finite set with subsets A; and As, then

PI‘(Al U AQ) == PI'(Al) + PI‘(AQ) - PI'(Al N Ag)

(a) What is the probability that a fair coin will land on heads exactly
four times if it is flipped seven times?

(b) What is the probability that a fair coin will land on heads either three
times or four times if it is flipped seven times?

The menu at the fabulous Niftyburger restaurant lists 40 different vari-

eties of burger, numbered 1 to 40. (Two burgers of the same variety are

indistinguishable from one another.) There is an elementary school near

the restaurant. In each of the following cases, the named teacher comes

to the restaurant with 10 easily distinguished children. Determine the

number of possible outcomes for each stated procedure. (An “outcome”

is an arrangement of certain people eating certain things.)
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19.

20.

21.

22.
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(a) Danny orders 10 burgers without specifying the variety (so they might
all be of the same variety, all of different varieties, etc.) and gives one
to each child.

(b) Ben wants to create a spirit of healthy competition, so he orders only
7 plain hamburgers and distributes them to 7 of his 10 children.

(c) Susan orders 7 burgers, all of different varieties, and distributes them
to 7 of her students.

(d) David buys 10 burgers, all of different varieties, and arranges them in
numerical order, with the lowest numbered variety on top of the pile.
Then he arranges the children in alphabetical order. He gives the top
burger to the first child (in alphabetical order), the next burger to
the second child, and so on.

(e) Faye buys 2 soyburgers, 5 cheeseburgers, and 3 salmonburgers, and
she distributes them to her children, one burger per student.

(f) Stan buys one burger of each of the first 15 varieties listed on the
menu. He gives one to each child and then eats the remaining 5
burgers himself.

(g) Mozie buys 20 flaxburgers (his favorite) and distributes them to his
children in a random way, not caring if some kids get none while others
get more than one. (So possibly one child will get all 20 burgers.)

[Suggestion for (g): Consider keeping a record of each such burger distri-

bution by dividing a piece of paper into 10 columns, one for each child,

and marking an x in a column when the corresponding child gets a burger.

Separate adjacent columns from each other with a vertical line.]

With words and without formulas, explain why it is that if n = k; + ks,

(-0

With words and without formulas, explain the equation

n
=n!
(1 1 ... 1)

In the setting of Example 5.76, suppose you insist that light bulbs be
packed on top, just above the bananas, but the order in which the prod-
ucts in the lower part of the bag are put in doesn’t matter. Under those
conditions, determine the number of essentially different acceptable or-
derings in which the products can be put into the bag.

(a) How many different words can be constructed using (all) the letters
of the word “magnesium”?
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(b) How many different words can be constructed from “magnesium” if
the vowels are to remain in their original order?
23. (a) How many words can be constructed using all the letters of the word
“zebratious”?

(b) Answer the same question, except require the vowels to appear in
alphabetical order.

(c) Answer the same question, but require the vowels to appear in alpha-

betical order and the consonants to do likewise.
24. When the expression (z1 + o + 23 + x4 + x5)° is multiplied out, what is

the coefficient of xiz2x3?

25. Determine the coefficient of 2%yz in the expansion of

2z —y+z+1)

5.9 Graphs

Imagine a set V = {vy,...,v,} of volcanic islands, with electrical cables con-
necting some islands in V' to others. We can record this information by spec-
ifying the set E of all pairs {v;, v;} that have this electrical connection. The
resulting array of data is called a finite simple graph. Let’s give a more
formal definition, without the islands, the smoking volcanoes, the suboceanic
cables, and the seaweed:

5.80 Definition. A finite simple graph is an ordered pair G = (V, E),
where V' is a nonempty finite set and E is a set of pairs {v;,v;} of distinct
elements v;,v; € V. The elements of V' are the vertices of G, the pairs
{vi,v;} € E are the edges of G, and the vertices v; and v; in an edge e =
{vi,v;} are the ends of e. Finally, the number #V is the order of G.

The word “finite” can be removed from the definition by allowing V' to be
infinite, and the word “simple” can be eliminated by revising the definition to
allow more than one edge to be associated with a given pair of vertices and
allowing both ends of an edge to be the same. (Picture an electrical cable
with both ends on the same island.) But until further notice, here the word
“eraph” will mean “finite simple graph.”

In a graph G = (V, E), if e = {x,y} € E then we say that e is incident
with x and y, and vice versa. A vertex that is not incident with any edges is an
isolated vertex. To simplify the notation, an edge {z,y} is usually written
xy; thus xy = yx. The ends x and y of an edge e are called neighbors or
adjacent vertices, and two different edges are said to be adjacent edges if
they have a common end.
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Incidentally, our initial example (the volcanic islands, etc.) was chosen
mainly to get the letters V and E into the discussion. As another example,
let V' be the world’s 500 most populous cities that have airports, and for cities
x,y € V let there be an edge xy if and only if there are direct flights in both
directions between x and y. Or let V' be the set of all websites and £ the set of
all pairs {z,y} such that there is a link from each site to the other. For both
of these examples, one can imagine an assortment of interesting, practical,
and nontrivial questions, such as these: “How can one get from one vertex
to another via a sequence involving the smallest number of edges?” “How
can [ efficiently conduct a search of the vertices?” (Perhaps the vertices are
websites with potentially useful information.)

Graph theory is a remarkable subject that interacts with a broad array of
mathematical subject areas. In this section we will be content to present a few
basic definitions, mention some of the fundamental problems of the subject,
and obtain a few combinatorial results using the methods of this chapter and
the preceding one. By the way, the reader who has gone through Section
2.7, 2.9, 4.5, or 5.5 has already seen the word “graph” in use, though it was
introduced only informally. In much of that material the graph edges had
direction, like one-way streets; that is, they led from one vertex to another,
but not in the opposite direction. In other words, they corresponded to ordered
pairs of vertices, and the corresponding graphs are directed graphs. But in
our present section there is no direction associated with the edges: {z,y} is
the same as {y,x}.

A graph is often represented by a drawing, with the vertices as dots and
an arc (or line segment) between two dots if the corresponding vertices are a
pair in F. Informally we may refer to the dots as the vertices of G and the
arcs as the edges, though they are actually just our visual representation of
G, and not the graph itself. Nevertheless, the pictures are often very helpful
in enhancing our intuition. Here are some samples:

3 c 3 3

5 E 5 5

4 D 1 4 2 1

1 2 A B 2 4 1 2 5
Gy Ga G .

Denote the pictured graphs by G; = (V;, E;), with 1 <14 < 5. Here G; # Ga,
since Vi # Vs, and similarly G3 # Go. And G # G5 even though Vi = Vi,
because F; # FE3. The graph G, is different from all the others, because
6 € V, while 6 ¢ V; if i # 4. Finally, G5 = (1, even though the drawings are
different. Remember: the drawing is not the graph itself.

Notice that the graphs G, G5, and G3 in the diagram, while all different,
have essentially the same structure by any reasonable definition of “have es-
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sentially the same structure”—we will say that they are isomorphic—since
they can all be represented by the same drawing; only the labels on the dots
representing the vertices are different. [As mentioned earlier, the word “iso-
morphic” is derived from the Greek: “isos” means “same” or “equal,” and
“morphe” means “shape” or “form.”| Let’s give a precise definition:

5.81 Definition. Graphs G; = (V4, Eq) and Gy = (V3, E3) are said to be
isomorphic, denoted Gy ~ G, if there is a bijection f : V; — V5 with the
property that for all z,y € Vi,

{f(x), f(y)} € Ey if and only if {z,y} € F.

Such a map f is called an isomorphism from G; to G.

Intuitively, two graphs are isomorphic if they can be represented by the
same drawing, though perhaps with different labels on the dots representing
their vertices.

In the notation of the definition, observe that the isomorphism f induces
a bijection of F; onto E5 given by

{I,y} — {f<x>7f(y)} fOI‘ au {x7y} € El-

It is easy to check whether or not two given graphs with only a small number
of vertices are isomorphic and, if they are, to construct an explicit isomorphism
f that does the job. Namely, see if both graphs can be represented by the
same picture; and if they can, use the vertex labeling in the two pictures to
construct the isomorphism. But if we are given two graphs with large sets
of vertices and edges it can be extraordinarily difficult to check whether or
not they are isomorphic, and no reasonable algorithm is known. (This is the
graph isomorphism problem.) For fun, have a look at the following two
graphs with eight vertices (not a huge number) and decide whether or not
they are isomorphic.

1 2 A B

4 3 D C

It is interesting to ask whether a given graph can be represented by a
drawing in which no edges intersect except perhaps at their ends. Such a
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graph is said to be planar. For instance you might enjoy considering whether
the graph with the following drawing is a planar graph:

One can easily imagine applications of this kind of question, for instance to
the design of printed circuits, or perhaps to flight patterns at busy airports.

A graph G = (V, E) is empty if there are no edges; that is, E = {); and

G is complete if every pair {v;,v;} of distinct vertices is an edge. Thus if
n n(n —1)

#V = n, a complete graph with vertex set V satisfies #F = (2 = 5

Of course the empty graph and the complete graph are the two most extreme
examples of graphs with vertex set V. Let’s figure out how many graphs there

n
are in all with a given n-element vertex set V. There are 5 pairs {v;,v;}

of distinct vertices, so a graph with vertex set V' will be completely known
once we specify a subset E of that set of pairs to serve as the edge set of G.

n n n
But a set with 5 clements has 2(2) subsets, and therefore there are 2(3)
possibilities for F, and hence for G as well.

Any two complete graphs of the same order are isomorphic, since any bi-
jection from one vertex set to the other will automatically be a graph iso-
morphism, and it is common to use the notation K, for a generic complete
graph with n vertices.

A X R

K K, K Ky Ky

Similarly, if m and n are positive integers, consider a graph whose vertex set
V' is a union of disjoint sets V} and V5 having m and n elements, respectively,
with an edge zy for each v € V; and y € V5. This graph is the complete
bipartite graph K, ,, pictured on the next page.
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The degree of a vertex v, denoted d(v), is number of v’s neighbors; equiva-
lently, the number of edges incident with v.

5.82 Theorem. Any graph G of order > 2 has two vertices of the same
degree.

Proovr. If there are two or more vertices of degree 0 we're done. If there
is exactly one vertex of degree 0 then the degree map takes the other n — 1
vertices to the set {1,2,...,n—2}, so the pigeonhole principle gives the result.
And if there are no vertices of degree 0 then again the pigeonhole principle
does the job. [

The following theorem linking the vertex degrees and edge number in a graph
is known as the “Handshaking Theorem” for a reason that will become evident.
Notice in particular the difference between the “intuitive semi-proof” and the
actual proof. This sort of thing is a frequent occurrence in graph theory.
Transforming an intuitive pictorial argument into a rigorous proof can be
a challenge not unlike the difficulty of replacing the chaotic narrative of a
nighttime dream into a coherent exposition once we are awake.

5.83 Theorem. Let G = (V,FE) be a graph. Then

) d(v) = 2(#E).

veV

Intuitive semi-proof. View V as a set of people, with an edge between two
people if they shake hands. Each person declares his number of handshakes
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(his degree). Then the total number of declared handshakes is twice the number
of actual handshakes, since each shake has been declared twice.

ProoF. We argue by induction on the number of edges.

If #FE = 0 then d(v) = 0 for all v € V, so the result is clear. And if
#E =1, say xy is the only edge, then d(z) = d(y) = 1 while all other vertices
have degree 0, so again the result follows.

Now suppose the result is known for all graphs with at most £ edges, and
let G = (V, E) be a graph with k + 1 edges. Pick an edge e = zy € E, and
consider the graph G — e obtained from G by discarding e, by which we really
mean the graph (V, £ — {e}), which has k edges. Let d(v) denote the degree
of a vertex v in G — e. Then the induction hypothesis gives

> d(v) = 2k.

veV

Now d(x)f: d(x)+1 and d(y) = d(y) + 1, while d(v) = d(v) for all v ¢ {x,y},
and therefore
D dv) =2k+2=2(k+1) =2(#E),

veV

and the induction argument is complete. [
5.84 Corollary. In any graph, the number of vertices of odd degree is even.

5.85 Definition. A graph is k-regular if every vertex has degree k; and a
graph is regular if it is k-regular for some k& > 0.

5.86 ExaMPLES. (i) By the handshaking theorem there are no 3-regular
graphs of order 7.

(ii) The complete graph K, is (n — 1)-regular.

(iii) Imagine a party attended by ¢ married couples, and each of the 2t
people talks to everyone but his or her spouse. This scenario is represented by
the cocktail party graph CP(t) = (V, E), in which the vertices correspond
to the people at the party (and hence #V = 2t) and there is an edge e = vw
if and only if v and w converse. Thus C'P(t) is (2t — 2)-regular, and from the
handshaking theorem

1 1 )
#E = §Zd(v) = 5202t —2) =2 2t

veV
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To realize this equation another way, imagine C'P(t) to be constructed by
starting with the complete graph K, and discarding ¢ edges corresponding to
the t conversations between spouses that don’t occur. We know that Ky; has

2t
<2> = 2t* — t edges, and therefore C'P(t) has 2t — t — t = 2t% — 2t edges.

Imagine yourself standing on a massive drawing of a graph. You start at
some vertex, let’s call it vy, and take a step across one of vy’s incident edges
to another vertex vy, and continue across an edge incident with v, to vy, and
so on, altogether stepping across k edges and ending on a vertex that we’ll
call v;. You have taken a walk of length k. As usual, there is a formal
definition:

5.87 Definition. A walk of length £ in a graph G = (V, E) is a finite
sequence of the form

W = (vg, 1,01, €2, V2, . . ., Vk_1, €k, Vg)

in which the v; are vertices (not necessarily distinct) and the e; are edges,
and in each case ¢; = v;_1v;. We say W is a walk from vy to vg, and that v
and vy are the initial and terminal vertices, respectively, of W. The vertices
v1,...,Up_1 are W’s internal vertices. It is common custom to shorten the
notation for W to W = wvgvy ... v, and we will usually do this.

5.88 Remarks. (i) Notice that in the definition there is no requirement
that the edges in a walk W be distinct. If the edges are distinct then W is
called a trail; and a walk in which the internal vertices are distinct is a path.
(So every path is a trail.) A walk is closed if its initial and terminal vertices
are the same. So the intuition for a closed walk is that we start at a vertex and
stroll along edges and through vertices until we return to where we started.
And if a walk is a path then during the walk we never tread on an edge or
vertex more than once, except if the walk is closed we would return to the
initial vertex at the end of our excursion.

(ii) A single vertex vy is considered a walk of length 0. We call such a walk
a trivial walk.

(iii) If v and w are vertices, sometimes the notation vw refers to the edge
e = {v,w}, in which case vw = wv; and sometimes vw refers to the walk of
length 1 from v to w, and then vw # wv, because the sequences (v, e, w) and
(w,e,v) are not equal. The appropriate interpretation of vw is usually clear
from the context. But if confusion is likely, the walk vw can be denoted by
the more complete notation (v, e, w), with e = {v,w} € E.
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Graphs can be very complicated, and so it is of interest to consider graphs
with a particularly simple structures according to certain criteria, and to relate
the complicated graphs to the simpler ones, perhaps through a decomposition
process. To achieve this, we need some more vocabulary.

Graph G’ = (V', E') is a subgraph of G = (V, E) if V' C V and E’' C E.
The union of graphs G = (V4, 1) and Gy = (Va, Es) is the graph

G1UG2:<‘/1U‘/2, EIUEQ)

Similarly, given graphs G; = (V;, E;) for 1 < i < k, define

k

JaGi= (UVi,UEZ-).

i=1

We say G; and G9 are disjoint if V) NV, = () (and hence also F1 N Ey = (),
and if this is the case GG; U G5 is said to be a disjoint union.

Vertices v and w of a graph G are connected, denoted v ~ w, if there
is a walk from v to w in GG, and G is a connected graph if v ~ w for all
v,we V.

It is left to the reader to check that “~” is an equivalence relation on the
vertex set V. Having done this, then it follows that there is a decomposition
V=ViuU...UV, of V into equivalence classes. So all the vertices in a given
V; are connected in G, while if ¢ # j then no vertex in V; is connected to a
vertex in V. Let E; be the set of all G’s edges having their ends in V;, and
then let G; = (V;, E;). It now follows that G = Ule G;, a pairwise disjoint
union of the connected subgraphs G;.

It is easy to believe that the disjoint union of two graphs cannot be con-
nected, since there seems to be no way to jump from a vertex in one of the
graphs to a vertex in the other. But some things that are “easy to believe” are
wrong, so let’s go through the argument carefully. Suppose G; = (Vi, E) and
Go = (Vi, Ey) are disjoint and their union Gy U Gy is connected. Pick vertices
v € Vi and v € V,. Since G UG, is connected, there is a walk W from v to v’;
say W = vguy ... Up_10k, with v = vy and v' = vy. Let i be the smallest integer
such that v; € V5. Since V) NV, = () we know that 7 > 1. The edge v;_,v; is in
E = E; U Ey. But this is ridiculous: v;_jv; ¢ Fy because v; ¢ V) (remember
that V; and V4 are disjoint), and similarly v;_1v; ¢ Es because v;—; ¢ V5. The
result of all this discussion is the following theorem.

5.89 Theorem. If a graph G is not connected, then can be expressed in ex-
actly one way as a union GG;U. ..UG} of pairwise disjoint connected subgraphs
G1,...,Gg. And if G is connected, then there is no such decomposition.
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The subgraphs G; in the preceding theorem are called the components of G.
(If G is connected then it has only one component: itself.)

5.90 Theorem. In a graph G, if v ~ w then there is a path from v to w.

ProoF. Because v ~ w, there is a walk W = vov;...vp_1w in G. First
note that if v = w then v is itself the desired path, so we can assume that
v # w. Now if some vertex z appears more than once in W, let v; be x’s first
appearance in W and v, its last appearance. Then deleting v;,; ... v;4; from
W produces a new walk W’ from v to w in which x appears only once. Repeat
this argument until no vertex in the resulting walk from v to w appears more
than once. [

Imagine a primitive country that has an enormous number of isolated vil-
lages. It is desired to build a network of roads so that one can get from any
village to any other by traveling along roads. Funds are limited, so the plan-
ners want to achieve this goal by building the smallest possible number of
roads. The resulting configuration would be a real-world manifestation of a
kind of graph called a tree (to be defined shortly).

One way to connect the villages—Ilet’s call them vy, v, ..., v,—would be
to construct a road from wv; to vy, a road from vy to ws, and so on. This
construction of n — 1 roads would establish the required connectivity; and it
would be minimal in the sense that deleting any one of the n — 1 roads would
make a trip from v; to v, impossible. But then there is this question: could the
job somehow be done with at most n —2 roads by a sufficiently clever scheme?
Now let’s reconsider the scenario from the perspective of graph theory.

5.91 Definition. (i) A cycle in a graph G is a nontrivial trail from a vertex
to itself. (Thus the internal vertices are distinct from each other and from the
initial and terminal vertex.) If there are no cycles in G then G is said to be
acyclic.

(ii) A tree is a connected acyclic graph.

5.92 Lemma. In an acyclic graph there is at most one path between any
two vertices.

Proor. Our job is to write down an argument describing what happens in
the accompanying picture:
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Vs Vji—1
V1 V2 Vi—1 Uj
T @—geeaaaeg ) e
w1 w2  Wi—1 Wr
wy
Wr—1

Given two vertices x and y, suppose
P=xvi...vp1y and P, =zw;... w1y

are different paths from z to y. It is convenient to set x = vg = wy and
y = vr, = wy. Let ¢ be the smallest value such that v; # w; (so i > 1), and let
J be the smallest value > i such that v; is on P, (so i < j < k); say v; = w,.
Then

Vi—1Vi .« . VjWp_1 ... WiV;—1

is a cycle, contradicting the hypothesis. Therefore the different paths P; and
P, from x to y cannot both exist. [J

And now comes the theorem that tells us the fundamental properties of trees.
Recall (from our proof of the Handshaking Theorem) that if e is an edge in
the graph G = (V, E), then G — e denotes the graph (V, E — {e}).

5.93 Theorem. Let T = (V,FE) be a graph of order n. Then the following
conditions are equivalent.

(i) T is a tree.

(i) T is acyclic and #E =n — 1.

(iii) 7" is connected and #E =n — 1.

(iv) T is connected, but if e is any edge then T' — e is not connected.

(v) For every v,w € V there is a unique path from v to w.
ProoF. We use induction on the order n. The case n = 1 is utterly trivial,
since any graph of order 1 looks like this:

and hence statements (i) through (v) are all true. And the case n = 2 is nearly
as trivial, since the only graphs of order 2 are these:
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° ° and /

(For the graph on the left all the statements are false, and for the graph
on the right they are all true.)

Now assume that n > 3 and that the theorem has been proved for graphs
of order less than n.

(i)==(ii). Assume 7 is a tree. So T is acyclic by definition, and since E is
connected we know F # (). Let e € E; say e = xy. By the lemma, there is no
path from x to y in T'— e. Therefore T' — e is not connected.

If v € V, then there is a unique path P in T from v to y. If x is on P then,
since P is unique, e = xy must be the last edge in P. (After all, having moved
along P to x, one can then go directly to y via e.) So v remains connected to
x in T — e. Similarly, if = is not on P then v is connected to y in 1" — e, but
not to x. Thus there is a decomposition V' =V} U V5, where

Vi={veV|v~z imT—e} and Vo={veV|v~y inT—e},

and V, NV, = (.

For ©+ = 1,2, let E; be the set of all edges in E' that have both ends in V;,
and define Gl = (‘/ZJE'L) Then £ = E1 U E2 U {6}7 and T'— e = Gl U GQ, a
disjoint union. Each of G; and G5 is connected, acyclic, and of order n; < n.
Therefore each G; is a tree; and by the induction hypothesis #F; = n; — 1.
Therefore

YE =H#E +#E+1=(n— 1)+ (no—1)+1=n;+np—1=n—1.

(il)==-(iil). Assuming that 7" is acyclic and #F = n — 1, we must prove that
T is connected. Were this not the case then 7" would be a disjoint union
T =Ty U...UT} of components T; = (V;, E;) with & > 2. Those components
T; would be acyclic because T is acyclic, and therefore they are trees. And
their orders, call them nq, ..., ng, are all less then n. The induction hypothesis
reminds us that conditions (i) through (v) are equivalent for graphs of order
less than n, and therefore #F; = n; — 1 for all . Some addition now gives us

k k k
#E:Z#Ei:Z(ni—l):(Zni>—k:n—k§n—2,
i=1

i=1 i=1

a contradiction of the hypothesis. Therefore T must be connected, as desired.

Before proceeding to the next part of the proof of this theorem on trees,
we need a bit more work on the decomposition of graphs into components.
Without saying it again and again, G will denote a graph of order n with
vertex set V' and edge set E.
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5.94 Lemma. Suppose z and y are distinct vertices such that e = {x,y} ¢
E, and define G’ = (V, EU{e}). If G has k components then G’ has k or k—1
components.

ProoF. If x and y belong to the same component of GG, then G’ also has k
components. But if x and y belong to different components of G' then G’ has
k — 1 components. [

5.95 Corollary. If G has k components and e € E, then G — e has k or
k + 1 components.

5.96 Lemma. If G has k components and m edges, then m + k > n.

ProoF. The argument is by induction on m.

If m = 0 then G’s components are its vertices, so k = n. If m = 1 then one
component has two vertices, while the other vertices are isolated; so k =n—1
and again we are done.

Now suppose that m > 2 and that the result is known for graphs of order
n having at most m — 1 edges. If e € E, by the preceding lemma the graph
G — e has k or k+ 1 components. Then the induction hypothesis tells us that
(m — 1)+ k > n in the first case, and (m — 1) + (k + 1) > n in the second
case. In both cases m+k>n. O

Now we can return to the proof of our theorem characterizing trees.

(iii)==(iv). We are given that 7" is connected and has n — 1 edges. There-
fore T'— e has n — 2 edges and, if & is its number of components, the preceding
lemma gives (n—2)+k > 2, and so k > 2. Indeed, from the corollary between
the lemmas we have k = 2.

(iv)==(v). Assume (iv) holds, and let v,w € V. Since T is connected
there is at least one path from v to w. If there were more than one such path,
then by Lemma 5.92 it would follow that there is a cycle C' in T'. Following
the notation of that lemma (and have a look at the accompanying picture),
let

C =010 .. . VjWp_1 ... WiV;_1.

Now, the intuitive idea is that there are two directions to walk around the
vertices in a cycle. So here, given any path in 7" containing the edge e = v; v,
replace e by

Vi—1WiWig1 «+ - WpUj—1 ... Vi1

an edge in 7' — e. Therefore T' — e is still connected, a contradiction of the
hypothesis. So there can be only one path from V' to w.
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(v)==(i). This result is immediate from the definition of “tree” and Lemma
5.92. O

It is interesting to give intuitive interpretations of the characterizations of
trees given in the preceding theorem. For instance, from property (iv) we
learn that there is no way to connect the n villages in that primitive unnamed
country mentioned earlier by fewer than n — 1 roads. And property (v) tells
us that an insect crawling along the branches of a tree and wanting to get
from point A to point B must make the correct decision each time a branch
subdivides.

The arguments in the theorem also suggest a strategy for the discovery of
trees that are subgraphs of a given graph G, a strategy particularly effective
when working with small graphs. Namely, look for cycles, and each time one
is discovered discard an edge of that cycle, but retain its vertices. When all
cycles have been destroyed in this way, the components of the resulting acyclic
graph are trees, and this is collection of trees is called a spanning forest for
G. If G is connected, the edge deletion preserves connectivity, and so the
result is a single tree, a spanning tree for G.

Spanning forests and spanning trees have important applications, for in-
stance to “searching” algorithms. For example, imagine yourself in an enor-
mous museum, with its many galleries connected by corridors, and you want
to visit all the galleries (code for “vertices”). Unfortunately time is short, so
you don’t want to go through a given gallery more than once. What is needed
is a spanning tree for the museum. There may be many spanning trees, and
this leads to the problem of determining the number of spanning trees for a
given connected graph.

5.97 ExXAMPLE. Let’s determine the number of spanning trees for the com-
plete bipartite graph K5 ,,. Here the vertex set is a disjoint union V; U V3, and
let’s write Vi = {a, b} and Vo = {vy,...,v,}.

a b

v1 V2 Un—1 Un

First notice that Ks, is connected, so it will have a spanning tree 1T". The
unique path from a to b in T" will have the form awv;b for some v;. So there are
n possibilities for such a path. Having chosen such a path to be in T, we need
to get all the other vertices v; into 1" as well. For each such v; there must be
an edge connecting v; to either a or b, but not both, since in the latter case
av;bv;a would be a cycle, and cycles are banned from trees. Thus there are
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two possibilities for the edge in 7" for each of the n — 1 vertices v; # v;. By
the product rule for decision procedures there are n - 2! possibilities for 7.

The more complicated problem of determining the number of spanning trees
for the complete graph K, was solved by the mathematician Arthur Cayley
in 1889 in connection with a problem in chemistry. Cayley showed that K,
has n"~? spanning trees. We leave the proof for a course on graph theory.

Exercises
1. Are the following graphs isomorphic?
1 1

5 2 and 5 2

4 3 4 3

If so, give an explicit isomorphism. If not, why not?

2. If f is a graph isomorphism and v € domf, show that d(v) = d(f(v)).

3. A graph G = (V, E) is a complete tripartite graph if V =V, UV, UV,
a pairwise disjoint union of nonempty subsets and, for 1 <1 < 3, every
vertex in V; is a neighbor of every vertex in Vj if ¢ # j; these are the only
neighbor relations. If #V) = r, #V, = s, and #V3 = t, determine the
values #FE and ) . d(v). (Incidentally, this graph G is usually denoted
Kr,s,t-)

4. Suppose every vertex in the graph G has degree > k. Show that there is
a path in G of length & that is not closed. (Use induction on k.)

5. (a) Show that if n > 3 the complete graph K, is not a tree.

(b) With n > 3, what is the smallest number of edges that need to be
removed from K, to produce a tree of order n?
6. How many subgraphs of the complete graph Ky have exactly four edges?
7. Suppose G = (V,E) is a graph with 50 edges. What is the smallest
possible value for the order of G?
8. Rewrite the proof of Proposition 5.90 using an argument by induction on
the length of the walk V.

9. Consider the cube in R? consisting of all the points with coordinates 0 or
1, along with the usual connecting edges. Draw it, label its eight vertices
and twelve edges, and view the result as a graph. (Advice: Make the
picture large enough to avoid confusion in the labeling. Use dotted lines
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11.

12.

13.
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for all hidden edges.) Then draw and label two nonisomorphic spanning
trees, and briefly explain why they are not isomorphic.

Prove that a tree of order n > 2 has at least two vectors of degree 1.
Deduce that if every vertex v of a graph G satisfies d(v) > 2, then G
contains a cycle.

Let G = (V,E) be a connected graph of order n > 2. For v,w € V,
define the distance from v to w—denoted d(v, w)—to be the length of a
shortest path from v to w.

(a) Show that d(v,w) < d(v,z) + d(z,w) for all v,w,z € V. (This result
is called the triangle inequality.)

(b) Show that the equation d(v,w) = d(v,z) + d(z,w) holds if and only
if x is on a shortest path from v to w.

(c) The diameter of a circle is the greatest distance between two points
of the circle. And a point P inside or on the circle has maximum
distance greater than or equal to the radius from some point on the
circle. (And only when P is the center is the radius equal to that
maximum distance.) In other words, the radius of the circle is the
smallest of these maximum distances. Now we turn to the analogue
for graphs. Define the diameter of a graph G—denoted diam G—to
be the length of a longest path in G between two different vertices.
For a given vertex v, there is a maximum length of of the non-closed
paths with initial vertex v, and we define the radius of G to be the
smallest of these maximum lengths. More compactly:

rad G = min (max{d(v, w)}) .

veV weV

Show that
radG < diam G < 2rad G.

(d) Show that for the cube graph of Exercise 9 the diameter and radius
are equal.

(e) Callavertex vinagraph G a center of G if rad G = maxyey {d(v, w)}.
Show that every vertex of the cube graph is a center.

(f) Adjoin to the cube graph the edge from (0,0,0) to (1,1,1), and call
the resulting graph G. Determine the diameter, the radius, and the
center(s) of G.

If T is a tree and e is an edge in T, show that the graph T" — e is the

disjoint union of two trees.

Give a direct proof of the conditional statement “(v) = (iv)” in Theorem
5.93.
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The subject of this chapter is number theory—the study of the integers and
related structures—a subject born in prehistory, already flourishing in ancient
Babylon, and still flourishing today; a subject filled with results that are beau-
tiful and magical, and with haunting mysteries; a subject once viewed as the
purest of pure mathematics—art for art’s sake—but that in recent years has
been applied to problems associated with the transmission and encryption of
numerical data. (Pure mathematics has become applied mathematics!) Num-
ber theory is unique in its abundance of appealing problems whose statements
are accessible to elementary school students, but whose solutions have eluded
mathematicians for centuries. The struggle to solve problems in number the-
ory led to the development of much of modern algebra, which in turn is linked
to an enormous range of subjects in mathematics and the other sciences. Our
treatment here will be an introduction to some of the most basic properties
of the integers. The fundamentals of the divisibility and congruence re-
lations will be explored. Some remarkable functions, most notably Euler’s
p-function, will be introduced. We will use Euler’s function to consider this
question: Is it possible to show that a given integer is not prime without ac-
tually factoring it? (To appreciate the difficulty of this task, think about
how you might try to show that a number with, say, 50 digits is not prime,
assuming that it has no obvious factors.) Later in the chapter the concept
of primitive roots will be introduced and applied to give another perspec-
tive on the card-shuffling already discussed in Chapter 5. The chapter will
conclude with a brief discussion of the role of number theory in cryptography.

Incidentally, Chapter 7, on the complex number system, will conclude with
a section on the Gaussian integers, a certain class of complex numbers that
shares many properties with our friend Z from the present chapter.

As is our custom, we continue to use N, Z, and R for the sets of natural
numbers, integers, and real numbers, respectively.

6.1 Operations

6.1 Definition. Let S be a nonempty set. A binary operation on S is a
function

¥x:Sx S5 — S

(The adjective binary, which we will usually omit, informs us that % acts on
ordered pairs of elements.) A set on which one or more operations have been
defined is said to be an algebraic structure or algebraic system.

If (a,b) € S x S, we usually write a * b instead of the longer function nota-
tion *(a, b) for the result of applying the operation % to (a,b). For instance,
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addition is an operation on the set Z of integers, and we write 3 + 5 instead
of +(3,5).

6.2 Definition. Let % be an operation on .S. Then

(i) * is commutative if a x b = b x a for every a,b € S.

(ii) = is associative if (a *b) x ¢ = a x (bx ¢) for every a,b,c € S.

(iii) An element e € S is an identity element for * if, for all a € 5,

exa=a and axe=aq

6.3 ExaMPLES. (a) Ordinary addition, subtraction, and multiplication are

operations on R, with the respective actions

(a,b) 5 a+b
(a,b) —a—1b
(a,b) = a-b

Division, given by (a, b) — a =+ b, is strictly speaking not an operation on
R, since a + 0 has no meaning. (That is, ordered pairs of the form (a,0)
are not in the operation’s domain.) But + is an operation on the set R
of nonzero real numbers. Addition and multiplication are commutative
and associative operations, while subtraction is neither commutative nor
associative. The number 0 is an identity element for addition and subtrac-
tion (but not for multiplication), while 1 is an identity for multiplication.
When these operations are restricted to Z and N (more precisely, when
they are restricted to Z x Z and N x N) the same observations hold, except

that subtraction is not an operation on N: 3 —5 ¢ N.

If A is any set, then union and intersection are commutative and associa-
tive operations on the power set P(A). The empty set is an identity for
U, while A is an identity for N.

Consider the set »* of all strings over a finite alphabet ¥, as defined
in the last section of Chapter 4. The concatenation of two strings is
the string obtained by following one by the other. More precisely: if
Wy =ay...a, and wy = by ...b,, with the a’s and b’s in ¥, define wyw, =
ay ...amby ... by; if we ¥* and € is the empty word, define ew = we = w.
So if ¥ is our usual alphabet, w; = ybar, and ws = cand, then wyw, =
ybarcand and wow; = candybar. Concatenation is associative but not
commutative (unless 3 has only one element); the empty word e is an
identity for concatenation.
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Let S be any nonempty set. Define an operation % on S by declaring
a*xb = a for all a,b € S. (That is, % takes each ordered pair to its
first coordinate.) Is * associative? Commutative? Is there an identity
element?

Define an operation * on R by a * b = max{a, b}, the larger of a and b.
This operation is useful in “sorting” problems. For example, if {ay, ..., a,}
is a set of real numbers then

((((ay * ag) x az) * -+ ) *x a,_1) * a,

is the largest number in the set. (Check this claim by induction on n.)
It follows that this operation is associative and commutative, but there is
no identity element.

Let A be a nonempty set, and let F'(A) denote the set of all functions from
A to A. Then composition of functions is an operation on F(A). (The
operation takes each ordered pair of functions (f,g) to the associated
composition f o g.)

If A is a nonempty set, then the permutation product is an operation on
the symmetric group S4. (See Section 5.3 for terminology and notation.)

The issues of associativity, commutativity, and identity for function com-
position and permutation product were considered in Chapters 3 and 5, re-
spectively.

An operation * on a small set A = {ay,as,...,a,} can be specified by a
square table with n rows and n columns, in which the entry at the intersection
of row ¢ and column j is the element a; * a;. (Rows are horizontal, columns
are vertical.) We list the elements of A outside the left and top borders of the
table as indices for the rows and columns, respectively; and it is customary
to adorn the table further with the operation symbol at the upper left corner.

For

example, the table

* |a1 ag asg

a1 |as a; a2
Gz | az az a
az | a; az a

specifies an operation * on the set A = {ay, as,a3}. This table tells us that
as * a; = ai, as*ay = az, and so on. (The table represents a set of nine such
equations.)

In each of the examples in 6.3 we have displayed at most one identity. The
following result shows that this is not due to lack of ambition.
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6.4 Theorem. An operation has at most one identity.
Proor. If e and e; are identities for , then
exep = e
since e is an identity; but also
exel =e

since e is an identity. Thus ey = exe; =e. [

6.5 Definition. Suppose the operation * on S has identity element e, and
let @ € S. If there is an element b € S satisfying a xb = b* a = e, then b is
said to be an inverse of a with respect to .

6.6 Theorem. Suppose * is an associative operation on S with identity e.
If an element a € S has an inverse, then it has only one inverse.

Proor. If band c are inverses of a, then

b=bxe by definition of e
=bx(axc) since ¢ is an inverse of a
= (bxa)xc by associativity
=exc since b is an inverse of a
=c by definition of e [

Refer to Examples 6.3. With respect to addition, each a € R has inverse —a;
with respect to multiplication, each a # 0 has inverse 1/a. If A is a nonempty
set, then () is the identity with respect to the operation U on P(A), but no
X € P(A)— {0} has an inverse, since for every Y € P(A) we have X UY # ().
Similarly, though ¥* has the empty word e as identity, if w € ¥* — {e} then
w has no inverse with respect to concatenation, since concatenation can never
decrease word length (so no word z exists satisfying wz = ¢).

There are names for algebraic structures whose operations satisfy certain
properties, and let’s close this section by briefly mentioning a few. A nonempty
set S with an associative operation * is called a semigroup with respect to
x. For example, the natural numbers N is a semigroup with respect to the
operation +, and also with respect to multiplication. A semigroup having an
identity element and such that every element has an inverse is called a group.
The symmetric groups S,, which we studied in Chapter 5, constitute an
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important family of groups. On the other hand, N fails to be a group with
respect to either of its operations: with respect to the “+” operation, N has
no identity element because if a € N there is no positive integer x such that
a+x = a. And while the number 1 serves as the identity for N with respect to
multiplication, no element except 1 (which is its own inverse) has an inverse.
For instance there is no positive integer x such that bx = 1.

Now move up from N to Z, which properly contains N. Here N’s failure to
be a group with respect to the operation “4” is remedied, because in Z the
number 0 is the identity element with respect to “4,” and now every element
has an additive inverse; that is, the equation a4+ x = 0 is always solvable in Z.
From the multiplicative standpoint Z still fails to be a group, because while
it does have an identity element (namely 1) with respect to multiplication,
equations of the form ax = 1 are unsolvable (unless a = £1). Nevertheless,
7 is a fascinating object of study, and we will explore some of its properties
in Chapter 6. In fact Z belongs to a class of algebraic structures known
as a rings. In detail, a ring is a nonempty set R on which two associative
operations, usually denoted by + and - (though the - is often omitted in
practice) have been defined. The operation + in a ring R is required to be
commutative, but - is not; if - is commutative, as it is for Z then R is said
to be a commutative ring.) The two operations on R are not allowed to
live completely independent lives but are required to satisfy the distributive
laws: a(b+ ¢) = ab + ac and (a + b)c = ab + ac for all a,b,c € R. All these
properties of rings no doubt seem very familiar, because our most common
number domains Z, @, and R are examples of rings; in fact commutative rings.

Finally, notice that both Q and R have a property that Z does not; namely
that every nonzero element has a multiplicative inverse. Symbolically: for
every a # 0 the equation az = 1 is solvable. A commutative ring that has a
multiplicative identity and in which tevery nonzero element has a multiplica-
tive inverse is said to be a field. There are many important fields in algebra,
and in Chapter 7 we will define and explore another example, the field C of
complex numbers.

Exercises

1. (a) Suppose the sum and product of integers a, b are denoted +(a, b) and
-(a,b), respectively. Use this notation to rewrite a(b+ ¢) = ab + ac.

(b) Similarly, using the notation +(a,b) instead of a + b, write the asso-
ciative law of addition.

(The purpose of Exercise 1 is to demonstrate the benefits of streamlining
the operation notation as indicated just after Definition 6.1.)
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6.1. OPERATIONS =« 283

Recall from Definition 4.47 that a string of length n over the alphabet X
is a function N,, — . Use this recollection to give a careful definition
of the concatenation of two strings. (That is, define the concatenation as
a function instead of using the intuitive phrase “by following one by the
other” used in Example 6.3(c).)

Let n be a positive integer. How many different binary operations can be
defined on a set of n elements?

(a) Determine all the real numbers a, b, ¢ for which the equation
(a—b)—c=a—(b—c)

holds.
(b) Do the same for the equation (a +0b) +c=a-+ (b=+c¢).
If S is a nonempty set and n € N, let S™ denote the set of n-tuples of
elements of S. An m-ary operation on S is a function S™ — S. (In
particular, a binary operation is 2-ary.) Suppose * is a binary operation
on S. Show that * can be used recursively to define an n-ary operation
on S for each n > 2. (Suggestion: Start by considering the case n = 3.)
When the subtraction operation is restricted to N x N the result is not an
operation on N, because the condition a,b € N does not guarantee that
a — b € N. Determine the smallest set S satisfying N C S C R such that
the restriction of subtraction to S x S is an operation on S.
Let R denote the set of nonzero real numbers. Show that the division
operation on R has no identity element.
If an operation * on a finite set S is defined by a table, how can we learn
from the table whether there is an identity element for =7
Suppose x is an operation on the two-element set {e,a}, and suppose
that e is an identity element for x. Prove that = is associative.
Let * be an operation on a set S. An element A € S is a left identity
for x if Axa =a for all a € S; and p € S is a right identity for * if
axp=aforallacs.
(a) Give an example showing that a left identity for % need not be an
identity element for .
(b) Show that if the operation * has both a left identity A and a right
identity p, then * has an identity element.
Assume S is a finite set with an operation % given by a table. Consider
the question, “Does every element of S have an inverse with respect to *?7”
How can we answer this question by studying the table?
Show that if * is an associative operation on the set S then

((axb)*xc)xd=(axb)*x(cxd)=ax(bx(cxd)), Va,bc,deS
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13. In each case determine whether the given rule describes an operation on
S. 1If it does, determine whether the operation has an identity element
and (if so) whether every element has an inverse.

a) S is the set of odd integers, (a,b) — ab.

b) S is the set of odd integers, (a,b) — a + b.

()

d) S is the set of even integers, (a,b) — ab/2.

(e) S is the set of nonzero real numbers, (a,b) — a?b.

(f) S is the set of rational numbers, (a,b) — av/b?.

14. Suppose * is an associative operation on the three-element set

S = {e,a,b}. Suppose further that e is an identity element for % and

that every element of S has an inverse. Prove that there is exactly one
possibility for *, and exhibit its table.

S is the set of even integers, (a,b) — a + b.

(
(
(

15. Suppose r and s are fixed integers, and an operation x is defined on Z by
axb=ra+sb forallabeZ

Under what conditions on r and s does this operation have an identity
element?

16. (An exercise for those familiar with matrix multiplication) Let S be the

set of all 2 x 2 matrices of the form ( > , with av a nonzero real number.

a o«

0 0

(a) Show that S is a semigroup with respect to the operation of matrix
multiplication.

(b) Is S a group with respect to the operation of matrix multiplication?

17. Let R denote the set of all rational numbers % in which a and b are integers
and b = 5" for some integer n > 0.
(a) Show that with our usual operations of addition and multiplication
R is a ring.
(b) Is R a field with respect to these operations?

6.2 The Integers: Operations and Order

We have already used integers in this book for a variety of purposes, and we
have assumed a familiarity with the basic facts of arithmetic. Before pro-
ceeding into number theory, we’ll begin by reviewing some of those facts and
pointing out some others, mostly without proof. (In fact, in many cases the
proofs are surprisingly difficult.)
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Addition and multiplication are associative and commutative operations on
Z, and each has its own identity: 0 for addition and 1 for multiplication. (Note:
By Theorem 6.4 these are the only identities for addition and multiplication.)
Additive inverses exist; but with respect to multiplication, integers other than
1 and —1 have no inverses in Z.

The operations on Z not only coexist, they interact via the distributive
laws:

(6.7) alb+c¢)=ab+ac  and (a+b)c = ac+ be

for all a,b,c € Z. Multiplication and addition are further related by the
following implication involving the additive identity: for all a,b € Z,

(6.8) ab=0 = a=0o0rb=0
Now we will prove several other basic facts about Z using the assumptions

we have made. Resist the temptation to declare the assertions obvious.

6.9 Theorem. Let a,b,c € Z. Then

(a) 0-a=0;

(b) a- (~b) = —ab

(c) Cancellation law: If a # 0 and ab = ac, then b = c.

Proor. (a) We have
0-a=(0+0)-a=0-a+0-a

Now add —(0 - a) to both sides of this equation. On the left side we get
zero, while on the right side we get

—(0-a)+(0-a+0-a)
=[—(0-a)4+0-al+0-a by associativity of addition
=0+0-a by definition of —(0 - a)
=0-a since 0 is the additive identity

Thus 0-a = 0, as desired.

(b) By definition, —ab is the additive inverse of ab, and we know from Theorem
6.6 that there is only one such object. Therefore, to verify the claim it
suffices to add a - (—b) to ab and check that the result is zero. But

a-(—=b)+ab=a(—b+0b)
—a-0
=0 (by part (a))
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(c) Assume the equation ab = ac holds, with a # 0. Adding —ac to both
sides of the assumed equation leads us as follows:

0= ab+ (—ac)
=ab+a-(—c) by part (b)
= alb+ (—c¢)] by the distributive law

But since a # 0, we then infer from 6.8 that b+ (—c) = 0, and therefore
that b = ¢. (Note: Another proof can be obtained by multiplying both
sides of the given equation (ab = ac) by the rational number 1/a. But
our proof has the philosophical advantage of not relying on the existence
of any number outside Z.) O

We have the inclusion N C Z; and for every n € Z exactly one of the
following holds:
(6.10) n €N, n=0 or —neN

Otherwise stated, every integer is either positive, zero, or negative; and the
conditions are mutually exclusive. This is called the trichotomy law.
We define the order relation “<” on Z by

(6.11) a<b <<= b=a+n forsomencN

(This is also written b > a.)

6.12 Ordering Properties. (a) forall a,b € Z, exactly one of the following
holds:
a < b, a="b, or a>b

(b) For all a,b,c € Z,
a<b and b<c = a<c (the transitive law)

The absolute value function || on Z is defined by
n ifn>0
n| = .
—n itn<0

Here are some of its properties:

In| € NU{0}
In|]=0 <= n=0 (In particular, if n # 0 then |n| > 1.)
|ab] = |al [b]

la +b| < |a| + |b] (the triangle inequality)
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Exercises

1.

10.

Two distributive laws are presented in statement 6.7. Deduce the right-
hand law from the left-hand law, using the fact that multiplication is
commutative.

State 6.9(b) in words, without using any mathematical symbols. (Start
like this: “When one integer is multiplied by the additive inverse of . ...”)

Prove that the following equations hold for a, b, c,d € Z.

(a) (a+b)(c+d) =ac+ bc+ ad + bd

(b) (=a)(=b) = ab

The expression x —y is an abbreviation for x + (—y). Use this information
to prove the following statement:

a—(b+c)=(a—b)—c foralla,bceZ

A direct proof is given in the text for the fact that 0-a = 0 for all a € Z.
Now prove this fact by contradiction.

Reprove statement 6.9(c) using multiplication by 1/a, as suggested by the
note in the text.

Show that statement 6.12(a) is equivalent to the trichotomy law, 6.10.
Show that if a,b € Z with b > 0, then

la|] <b <= a<band —a<b

(a) Show that if @ < b and ¢ < d then a +c¢ < b+d.
(b) Show that if 0 <r < band 0 <17y < b, then

0<|r—mr|<b
For a,b € Z, prove the inequality
[lal = {8l | < la — bl

(Suggestion: Start by writing a = (a—b)+0b, and then apply the triangle
inequality.)

6.3 Divisibility: The Fundamental Theorem of Arithmetic

6.13 Definition. Let a,b € Z, with a # 0. We say that a divides b, or b
is divisible by a, or a is a divisor or factor of b, or b is a multiple of a if
b = ac for some ¢ € Z. The statement “a divides b” is written a | b, and its
negation is written a 1 b. If a | b and |a| < || then a is said to be a proper
divisor of b.
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6.14 ExaMPLEs. 3| (—12), 6|18, 17]0, =520, —4
mid4, 611

Note: Current usage prefers “a is a divisor of b” to “a is a factor of b” for
the statement “a | b.” It is now more common to use “factor” for a number
appearing in a particular expression of an integer as a product. Thus, 1, 2, 3,
4, 6, and 12 are the positive “divisors” of 12, while 3 and 4 are the “factors”
of 12 in the expression 12 = 3 - 4.

6.15 Theorem. Let a,b,c € Z.
(a) If a | b and b # 0 then |a|] < |b].
(b) If a|band a | cthena| (b+¢) and a| (b—c).

Proor. (a) Ifa | band b # 0 then b = ac for some ¢ € Z, with ¢ # 0.
Then |c¢| > 1, and so |b] = |ac| = |a] |¢| > |a].
(b) Exercise. [

We defined the notion of prime number in Example 1.2(b), and we showed
in Theorem 2.74 that every integer n > 2 is a product of primes. Given
this result, it is reasonable to expect that a thorough understanding of the
integers will require an understanding of the primes. To this day, the primes
remain rather mysterious creatures, but at least we know this: there are a lot
of them. The following theorem is one of the most famous in mathematics,
due to the strength of its statement and the swiftness with which it is proved.
To appreciate the theorem fully, its level of sophistication should be compared
with that of other realms of human activity over the years. For example, more
than 2,000 years after the theorem was proved, many people still believed
(despite substantial evidence to the contrary) in “spontaneous generation”—
the theory that certain living creatures grow naturally from nonliving material:
frogs from mud, flies from garbage, mice from old rags, and so on.

6.16 Theorem. (Euclid, ca 300 B.C.) There are infinitely many prime
numbers.

Proor. We will use induction to prove the theorem in this form: For every
positive integer n, there are at least n prime numbers. It is easy to start a
list of primes: 2 is prime. Now suppose pi, pa, ..., pp are distinct primes, with
k > 1. We must show there is another prime, py.;. Consider the number
M = (p1pa - pr) + 1; it has a prime divisor p by Theorem 2.74, say M = pq.
Suppose p € {p1,...,pr}. Then by relabelling (if necessary) we can assume
that p = p;. But then we have

1:M_p1p2"'pk:pl(q_p2"‘pk)
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So p; | 1, which is impossible since p; > 1. Therefore our assumption that
p € {p1,...,pr} must have been wrong, and so {p1,...,pg, p} is a set of k+1
prime numbers. [

We will see other proofs of this remarkable result in a later section.

Euclid’s theorem gives no efficient way to actually produce new primes. It
tells us this: given any finite list of primes, the number N obtained by adding
1 to their product will have a prime divisor not on the given list. But if N
is large, factoring it into primes may not be a picnic. Furthermore, whatever
new primes appear in the factorization of N might be much larger than other
primes that have not yet been found. In fact, it was proved by Chebychev
in 1852 that if n is any integer greater than 1, there is a prime p satisfying
n < p < 2n. (This result is known as Bertrand’s postulate. We leave its proof
for a number theory course.) However, there is no reason to expect Euclid’s
method to yield a new prime that is less than twice the largest previously
known prime.

The list of prime numbers includes occasional pairs of the form {n,n + 2};
for instance,

(3,5} {5,7  {11,13}  {17,19}  {29,31}  {41,43}

are the first six such pairs. These pairs are called twin primes. Inspired by
Euclid’s theorem, we ask:

Are there infinitely many twin primes?

No one knows the answer, although the question has been around for centuries.

Another famous unsolved problem on primes is known as the Goldbach
conjecture. In 1742 Goldbach conjectured, but did not prove, the following
statement:

Every even integer greater than 2 can be expressed as a sum of two primes.
(The primes need not be distinct.)

Evidence in favor of the conjecture:
=2+2 6=3+3 =3+5 10=5+5 12=5+47

and so on. Write a few more examples. If you can prove the conjecture, your
proof will be the first one. And remember: even if you show that every even
number up to 10,000 is a sum of two primes, this will in no way constitute a
proof of Goldbach’s conjecture. (In fact, using computers it has been shown
that every even number n satisfying 4 < n < 1.6 x 10*® is a sum of two
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primes. Even this proves nothing about the conjecture, because no computer
can check infinitely many cases.)

In elementary school we learn an algorithm for dividing one integer by
another, obtaining a quotient together with a remainder strictly less than the
divisor. For instance, we have

36 <— quotient
divisor — 16) 581
48
101
_96
5 <— remainder

Hence 581 = 16 - 36 + 5. We also learn (to our sorrow) that there is only
one correct solution for each example of this kind. Missing from our early
education was a proof of the existence and uniqueness of this solution, and
we will now provide it.

6.17 Theorem (Division Algorithm). Let a,b € Z, with b > 0. Then
there are integers ¢ and r such that

a=bg+r and 0<r<bd

Moreover, ¢ and r are uniquely determined by these conditions. (Here ¢ is the
quotient and r is the remainder.)

Proo¥F. First the intuition. The number a is either a multiple of b or strictly
between two multiples of b. In the former case we can write a = bg. In the
latter case we let r denote the distance from a to the nearest multiple of b
below a; then r is less than b.

R
r

S - ——

bq

|
i
! b(g+1)
|
|

L

Now for the formal proof.
Ezxistence. Let bg be the largest multiple of b not exceeding a. Then

bg <a<blg+1).
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Define r = a — bg. Thus
r=a—>bq<blg+1)—bg=0>
as desired.

Uniqueness. If a = bg+r and also a = bq; 471, with 0 < r <band 0 < ry < b,
then subtraction of the second equation from the first yields b(q—q1) = r1 —r;
thus b | (r; —r). But a manipulation of the inequalities gives b > |r; — 7|.
(Check this.) Therefore from 6.15(a) we must have r; —r = 0; so r; = r and
therefore ¢ = ¢;. [

With the division algorithm in hand, we can give a shorter version of Eu-
clid’s proof of the infinity of primes. Here goes. If py,ps, ..., pr are the only
primes, then the number N = pyps - - - p+ 1 has a prime divisor, say p;. Then
N = p1q = p1g+0 for some integer ¢. But also N = py(py---pg) + 1, and this
contradicts the uniqueness of the remainder given by the division algorithm.
Therefore no finite list py, po, ..., pr of primes is complete.

6.18 Definition. Let a and b be integers, not both 0. An integer d # 0 is
said to be a common divisor of ¢ and bif d | @ and d | b. A common divisor
d of a and b is said to be the greatest common divisor if d > 0 and if every
common divisor of a and b is also a divisor of d.

6.19 ExaMPLE. (a) The divisors of 12 are +1, +2, £3, +4, 46, £12; the
divisors of 16 are +£1, £2, +4, 48, +16. The common divisors of 12 and
16 are £1, £2, +4. The greatest common divisor is 4.

(b) If a € Z and a # 0, then the greatest common divisor of 0 and a is |al.

6.20 Theorem. If a and b are integers, not both 0, then a and b have a
unique greatest common divisor.

Proor. FEuzistence. Consider the set
L={za+yb|x,yecl}

(The members of L are called the linear combinations of @ and b.) The set
L contains positive integers. For example, we can write

la| =(£1)-a+0-b

and therefore |a| € L. Let d be the smallest positive integer in L; say, d =
xr1a + y1b, with x1,1, € Z. If we had d 1 a then, by the division algorithm,
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there would be integers ¢ and r such that a = dq + r, with 0 < r < d. But
then

r=a—dq=a— (r1a+y1b)g=(1—2x19)a+ (—119)b

which is a positive linear combination of a and b smaller than d. This contra-
dicts the minimality of d in L, therefore we must have d | a. Similarly d | b,
so d is a common divisor of a and b.
Now suppose d’ is any common divisor of a and b; say, a = d'a; and b = d'b;.
Then
d= Tria + ylb = a:ld’al + yld’bl = d’(wlal + ylbl)

and hence d’ | d. Thus d is a greatest common divisor of a and b.

Uniqueness. If d and d; are both greatest common divisors for a and b, then
dy | d (since d is a greatest common divisor) and similarly d | d;. Therefore,
by 6.15(a), we have |d| = |d;|. But d and d; are both positive, so the absolute
value signs are redundant, and d = d;. [

Notation. The expression “greatest common divisor” is usually abbreviated
gcd. Following custom, we will use (a, b) for the ged of a and b instead of the
longer notation ged(a, b). In the mathematical literature, the greatest common
divisor is also called the highest common factor, and the corresponding
abbreviation hcf is used.

The fact that (a, b) is a linear combination of a and b (see the proof of 6.20)
will turn out to be crucial, especially in the proof of Theorem 6.26, which gives
a fundamental property of prime numbers. It’s worth stating as a separate
result:

6.21 Corollary. Let d = (a,b). Then there are integers x and y such that

d=ax+by

How can we compute the greatest common divisor of two nonzero integers
a and b? The proof of Theorem 6.20 is of no use for this purpose, since it
requires us to scan an infinite set L for its smallest positive element, and
in a finite lifetime we’re unlikely to know when we have found it. There is
an alternate approach, used in Example 6.19: use repeated trials (divide by
smaller numbers, see when remainder 0 occurs) to obtain explicit lists of all
the divisors of @ and b, and then note the largest entry that appears on both
lists. But if a and b are large, this can be a long and extraordinarily tedious
process. Fortunately, Euclid developed a faster algorithm for computing the
gcd, and the following lemma provides the key to this algorithm.
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6.22 Lemma. If a =bg+ r then (a,b) = (b,7).

Proor OUTLINE. Let d = (a,b). Check that every divisor of a and b is
also a divisor of r; in particular, d | r and hence d | (b, 7). [Apply Definition
6.18 to (b,r).] A similar argument shows that (b,7) | d, and the desired
equality follows. [

It is easily checked that (a,b) = (|a|,|b]) for all a,b € Z. Therefore, to
compute greatest common divisors, it suffices to give an algorithm for the ged
of two positive integers.

6.23 Euclid’s Algorithm for Computation of (a,b).
In Words. Divide b into a, getting a quotient ¢ and remainder r;:

a=bg+r withO<r; <b

If r1 = 0 then b = (a,b); otherwise, divide r; into b and get another quotient
and remainder 75 (less than 7). Continue to divide each new remainder
into its predecessor until zero occurs as a remainder. (This must eventually
happen since the remainders are successively smaller nonnegative integers.)
The last nonzero remainder is (a,b). [To see this, observe that (a,b) = (b, 1)
by Lemma 6.22; and (b, 1) = (r1,72) for the same reason, so (a,b) = (ry,ra).
Similar reasoning holds in subsequent steps of the computation. So, if r; is
the last nonzero remainder, we get

(CL,b) - <T17T2) = <T27T3) == (Tkark—l-l) - (Tka 0) =Tk
as claimed.]

Computer Program Format. Here all letters represent nonnegative integers.
First observe that if a = bg + r, with 0 < r < b, then

a r r
- = - ith 0 < - <1
b q+b wi 0_b<

Therefore [a/b] = ¢, where | | denotes the greatest integer function (see Exam-
ple 3.8(b)). Now we can write Euclid’s algorithm in the format of a program.
(If you have had programming experience, convert the material presented here
into an actual program.)
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INPUT A,B
DO UNTIL R = O:
A
LET R = A - B-{—}
B

IF R = 0 THEN GCD = B
LET A REPRESENT WHAT HAS BEEN CALLED B UP TO NOW
LET B REPRESENT WHAT HAS BEEN CALLED R UP TO NOW
RETURN

END

6.24 ExamMPLEsS. Compute (2880,504) and (10374, 2574).
SorLuTIioN. We used repeated division, as instructed by Euclid.

5
b — 504 ) 2880 «+— a
2520 1
ry — 360) 504
360 2
ry —>144) 360
288 2
rg — 72) 144
144
ry — 0 (2880,504) = 72

OO

4

b — 2574) 10374 +— a
10296 33
r — 78)2574
234
234
234
ro — 0 (10374,2574) = 78

To appreciate the strength of Euclid’s algorithm, compare the ease of these
computations to the pain of listing all the divisors of each number, as in
Example 6.19.

We saw in Corollary 6.21 that the greatest common divisor (a,b) is equal
to ar + by for some integers x and y. If we wish, we can find x and y
by manipulating the data that arises in applying Euclid’s algorithm. The
following example illustrates the method.
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6.25 ExaMPLE. The first three steps of the computation (2880,504) = 72
in Example 6.24 can be stated as a sequence of equations as follows:
(a) 2880 = 504 -5 + 360
(b) 504 =360-1+ 144
(¢) 360=144-2+T72
This yields
72 =360 + 144 - (—2) [from (c)]

= 360 + (504 — 360) - (—2) [from (b)]

=360 -3+ 504 - (—2)

= (2880 — 504 -5) -3+ 504 - (—2) [from (a)]

= 2880 -3+ 504 - (—17)

We proved in Theorem 2.74 that every integer n > 2 can be expressed as
the product of prime factors. Our next goal is to prove that this decomposition
into primes is unique. This is not obvious. For example, we have

20=6-4=(3-2)-2°=2.3 and 24=8-3=2°.3

The final results are the same, but the intermediate factorizations are quite
different. A theorem is needed to assure us that we are not witnessing a special
feature of the number 24.

Notice this: if a product of two integers is divisible by 5, then at least
one of the two integers is divisible by 5. You probably believe this, but can
you prove it? The following theorem does the job and, in so doing, it gives a
special property of prime numbers that we will need in proving the uniqueness
result.

6.26 Theorem. Let p be a prime number and let a and b be integers. Then
the following implication holds:

plab = plaorpl|b

ProoF. Assume that p | ab. Our goal is to deduce the truth of “p | a or
p | b.” For this purpose it suffices to assume (as we now do) that p { a and
deduce that p | b.

Because p 1 a, we know that (p,a) = 1, since the only positive divisors of
p are 1 and p. Then from Corollary 6.21 there are integers x and y such that
xp +ya = 1. So

b=">b-1=0b(xp+ ya) = p(zb) + (ab)y
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Since p | ab, both terms on the right side of this equation are divisible by p,
and therefore p divides their sum [by 6.15(b)]; that is, p | b. [

6.27 Corollary. Let p be prime, and let ay,...,a, € Z. Iif p | ay - - - a4, then
p | a; for some i.

ProorF OuUTLINE. The case t = 1 is trivial, the case t = 2 is Theorem
6.26, and induction on ¢ yields the result for all larger ¢t. [

It’s easy to see that not every integer has the property stated for primes in
Theorem 6.26. For example, 6 | 3 -4, but 6 | 3 and 6 | 4. The next corollary
shows that the property in Theorem 6.26 actually completely characterizes
the primes.

6.28 Corollary. Let m be an integer greater than 1. Then m is prime if
and only if the following implication holds for all a,b € Z:

m|lab = m|aorm|b

Proor. “Only if” is Theorem 6.26. Conversely, if m is not prime, there are
integers a and b, with 1 < a < m and 1 < b < m, such that m = ab. Then
m | ab, while m{a and mtb. O

Now we can show that the decomposition of an integer n > 1 into prime
factors is essentially unique.

6.29 The Fundamental Theorem of Arithmetic. Let n be an integer
greater than 1. Then there are prime numbers pq,...,p. such that
n = py---p-. Moreover, this factorization of n is unique in the following
sense: if n = q;---q, also, with the ¢’s prime, then the ¢’s are just a re-
arrangement of the p’s. That is, » = s and, if we label the primes so that
pr<--<prand ¢ <--- < g then p; =¢g; for 1 <@ <.

ProoF. The existence of a prime factorization was proved in Theorem 2.74,
so only the uniqueness requires proof here.

We will argue by induction on n (in the format of 2.73). Suppose n =
P1-cPr = q1 - qs, with the p’s and ¢’s prime and p; < --- < p,.. If n = 2,
then since 2 is prime we have 2 = p; = ¢;, and we are done. Now assume
that n > 2, and assume that the theorem is known for all integers ¢ satisfying
2<t<mn—1.Sincepy;---p. =q1--qs, we have p; | q1 - - - g5, 80 p1 | ¢; for some
i (by 6.27). By a change of subscripts on the ¢’s (if necessary), we can suppose
p1 | qi. But qq is prime, and hence p; = ¢;. It follows from the cancellation law
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(see 6.9(c)) that py -+ p, = g2+ - - qs. Because py -« - p, < n, from the induction
hypothesis we then know that » = s and, assuming ¢ < --- < ¢, we know
that p;, =q; for2<:<r. O

6.30 Corollary. Letn € Z, with |n| > 2. Then n has a unique factorization
of the form

where t > 1, the p; are distinct primes satisfying p; < -+ < ps, and oy > 1
for 1 < ¢ < t. (This factorization is called the standard or canonical
factorization of n.)

Proor OUTLINE. Ifn > 2 consider the prime decomposition in Theorem
6.29, and gather together all the prime factors equal to p;, getting p{"*. Then
repeat the process on the remaining prime factors, if there are any.

If n is negative, use the same procedure on |n|. O

The following proposition was known to the Pythagoreans around 400 B.C.

6.31 Theorem. The real number /2 is irrational.

PRrROOF (by Contradiction). If \/2 is rational there are integers a and b such
that

By factoring the numerator and denominator into primes and removing any
common prime factors, we can assume (a,b) = 1. Squaring both sides of
equation (x) yields 2b* = a?, and so 2 | a®. Since 2 is prime, it follows from
Theorem 6.26 that 2 | a, say a = 2m. Thus 2b* = 4m?, and cancellation gives
b*> = 2m?®. Therefore 2 | b, and this contradicts the fact that (a,b) = 1. Thus
our initial assumption that v/2 is rational has led to a contradiction, and the
proof is complete. [

We have just shown that there is no rational number whose square is 2.
How do we know there is a real number whose square is 27 In fact, the
existence in R of square roots of nonnegative real numbers is guaranteed by
the way in which R is constructed. That construction is a complicated matter,
and we leave the details for a later course, but we note that Example 3.17 (the
divide-and-average method) shows that it is possible to compute a sequence of
rational numbers whose squares get closer and closer to 2. The Pythagoreans
had further evidence that in a reasonable world /2 must exist: in a square
with side of length 1, the length d of the diagonal satisfies the equation d? =
124+12=2.
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1

Incidentally, the irrationality of v/2 has the following intuitive meaning with
respect to the picture: given a measuring stick that has been precisely marked
to indicate halves, thirds, fourths, fifths, and so on, there is no way to position
the stick on the square’s diagonal in such a way that the endpoints of the
diagonal are both covered by marks on the stick. (We are dealing here with
an idealized measuring stick on which the “marks” have no thickness.)

If a and b are integers, there are distinct primes pq,...,p; and integers
a; >0 and B; > 0, for 1 <i <t, such that

(6.32) a=4p-p  and b= 4p .. pf

To see this, start with the standard factorizations of a and b. If there is a
prime number occurring in one of these factorization but not in the other,
regard it as occurring to the power 0 in the standard factorization in which
it does not appear. For instance, if a = 1386 and b = —1275, we have the
standard factorizations

1386 =2-3%2-7-11 and —1275=—-3-5%.17
In the format of 6.32, these become

1386 =2-32.5°.7-11-17° and —1275=-2°.3.52.79.11°.17

6.33 Exercise. Given integers a and b with factorizations as in 6.32, show

that _ _ _
<a7 b) _ prlnln{al,,Bl} . 'pglln{ai,ﬂi} . 'plr:nln{at,ﬁt}

)

where min{c;, 8;} denotes the minimum of «; and ;.

Recall from Definition 5.43 that the least common multiple of integers
a and b is the smallest nonnegative integer that is a multiple of both a and b.
We now write this as [a, b]. With the factorizations in 6.32, we claim that

(634) [CL, b] — pflnax{al,ﬁl} . 'p?aX{at’ﬁt}
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To see this, first write R for the expression on the right in 6.34, and observe
that R is a positive multiple of @ and of b. Therefore [a,b] < R. On the other
hand, since a | [a,b] and b | [a,b], we know that p{" and p;* both divide [a, b],
and hence p,f»nax{a“ﬁ 7 divides [a,b], for 1 < i < t. Therefore, in the standard
factorization of [a, b], each prime p; appears at least to the power max{«;, 3;}.
Hence R | [a,b], and so R < [a, b], and the claim follows.

6.35 Theorem. If a and b are nonzero integers, then

_ |abl
la,b] = (@ D)

PROOF (Proof Outline). Write a and b as in 6.32. Then write (a,b) as in
6.33, apply the appropriate law of exponents, and compare the result with
6.34. O

6.36 ExaMPLE. We compute [—10140,2600]. To use 6.34, we first have to
factor the given numbers into primes (this can be tedious!), and then we can
read off the answer. We have

—10140 = —22-3-5- 132
2600 =2%-52.13=2%-3.52.13

This gives [—10140,2600] = 23 - 3 - 5% - 13?2 = 101400. An alternate approach
is to use Euclid’s algorithm (6.23) to compute

(—10140, 2600) = 260

then by 6.35 we get

(10140)(2600)

—10140, 2600] =
[—10140, 2600] 560

= 101400
Exercises

1. Show that if a | b and a | ¢ then a | (mb + nc) for all m,n € Z.

2. Label each of the following true or false, and justify your answer.
(a) 810

)
(c) alband a|c= a|bc
(d) a|b= —alb

)
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(f) a|band b|a = a==+b
Let a and b be integers, with a # 0. Prove that

o 2]

where | | denotes the greatest integer function.

An integer n # 0 is said to be composite if n has a positive divisor other
than 1 and |n|. (For example, —6 and 15 are composite, while —7, 1, and
13 are not composite.) Show that if n is composite, then n has a prime
divisor p < \/W :

(For students with computer programming experience) Write a computer
program that accepts an integer n > 1 as input and either tells you that n
is prime or lists each divisor k of n that satisfies 1 < k < n. (Suggestion:
For each integer k satisfying 2 < k < \/n, test whether & is a divisor of n
by the method of Exercise 3.)

Euclid proved that there are infinitely many primes. The key to his proof
is in showing that the number M = p; - - - pr+1 has a prime factor distinct
from py, po, ..., pr. It is tempting to conjecture that M must actually be
prime. Test this conjecture for 1 < k < 6.

In this exercise you will use an algorithm, called the sieve of Eratosthenes,
that isolates prime numbers. (Eratosthenes lived from about 276 to 194
B.C. He was also known for his computation of the circumference of the
earth and for his treatises on the theater, moral philosophy, and history.)
Here is how it works. List the integers from 2 through n. Circle the
number 2, then cross off all the higher multiples of 2 (namely, 4, 6, 8,
10, etc.). Circle 3, which is the first remaining number after 2. Then
cross off all the multiples of 3 that have not yet been crossed off. Then
circle 5. Et cetera. When you are finished with the repeated sieving
operations, only the primes will remain on the list, and they will have been
circled for emphasis. The exercise: perform the sieve of Eratosthenes with
n = 120. As you do this, cross off the multiples of different primes by using
different kinds of slashes (slashing in different directions, or using different
colors), and provide a key for the reader. By this device the reader will
immediately know the smallest prime divisor of each composite number
on your list. (In view of Exercise 4, after the multiples of 7 have been
crossed off, the remaining numbers will all be prime and can be circled to
mark this fact.)

Define a prime triple to be a set of three prime numbers of the form
{n,n+2,n+4}. For example, {3,5,7} is a prime triple. Are there any
others? Either exhibit another or prove there are none. (Suggestion: First
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observe what happens when any of the twin primes {n,n + 2} listed in
the text is supplemented with n + 4.)

Suppose n = k(k + 1)(k + 2) for some k € Z. Show that n is divisible by
6.

Use Euclid’s algorithm to compute the following greatest common divisors.
(a) (56,104)

(b) (462,3003)

(c) (442,-182)

(d) (922,2161)

Show that when Euclid’s algorithm is used to compute the greatest com-
mon divisor of two integers, it doesn’t matter which integer is labelled a
and which is labelled b.

Let a and b be integers. Show that if (a,b) = 1 then (a,a + ) = 1.

Show that if a, b, ¢ are integers, not all zero, then

((a,b),c) = (a, (b, c))

Here each ordered pair is understood to represent a greatest common

divisor.

Write each greatest common divisor computed in Exercise 10 as a linear

combination of the given integers.

Two nonzero integers are said to be relatively prime if their greatest

common divisor is 1. Let a,b,c¢ € Z. Show that if (a,c¢) = 1 and ¢ | ab,

then ¢ | b. (Hint: Mimic the proof of Theorem 6.26.)

In the manner of Example 6.19, list the divisors, the common divisors,

and the greatest common divisor of 748 and 1258.

Prove that the real number /5 is irrational.

Suppose k,n € N. Prove that if n is not the kth power of an integer, then

/n is irrational.

Give a recursive procedure for constructing a line segment of length /n for

each integer n > 2, using only an unmarked straightedge and a compass.

Assume that a line segment of length 1 has been given. (Recall that with

a straightedge and compass, we can construct a line perpendicular to a

given line at a given point.)

(a) Suppose d and n are natural numbers, and d | n. How does the
standard factorization of d relate to the standard factorization of n?

(b) Use part (a) to show how the standard factorization of n can be used
to determine the number of positive divisors of n.

Compute the least common multiple [462, 1574573] in two ways:
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(a) by factoring both integers into primes and applying formula 6.34;

(b) by using Euclid’s algorithm to compute the greatest common divisor
(462,1574573) and then applying Theorem 6.35.

22. The fact that there are infinitely many prime numbers, together with the
apparent abundance of twin primes, might lead the innocent to suspect
that the gaps between consecutive primes are of bounded size. Show that
this is not the case. (Suggestion: Consider sequences of the form

n!+ 2, n!+ 3, nl+4, ...

where n is a large positive integer.)
23. Assume a and b are positive integers.
(a) Show that there are integers ¢ and r such that a = bg+r, with |r| < 2.
(b) Show that (a,b) = (b, |r|).
(c) Compute the greatest common divisor (253,122) in two ways: by

Euclid’s algorithm as given in the text, and by a modified Euclidean
algorithm using the results of the first two parts of this exercise.

6.4 Congruence; Divisibility Tests

The congruence relation, which we are about to define, is an important vehicle
for the discussion of divisibility problems in Z. Moreover, by using congru-
ence, certain computational problems with large integers (whose storage and
manipulation may be difficult) can be converted to corresponding problems
with small integers. (For instance, in this way the hazards of overflow in
machine calculations can sometimes be eliminated without loss of accuracy.)

Convention:  Throughout this section, all numbers under discussion will
be understood to be integers. For example, the assertion “m > 0”7 will mean
“m e N.”

6.37 Definition. Fix m > 0. Numbers a and b are said to be congruent
modulo m if a — b is divisible by m. Symbolically:

a=b (mod m) means m| (a—0b)

The number m is called the modulus of the congruence relation.

6.38 EXAMPLE. 3 = —5 (mod 4), 0 = 15 (mod 5), =7 = 5 (mod 6),
5743 = 43 (mod 100).
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It is often useful to reformulate the congruence relation as follows:

(6.39) a=b (modm) <= a—b=mk forsomek

<= a=>b+mk for some k

6.40 ExaMPLES. (a) Your bicycle’s odometer (the mileage gauge) returns

(b)

to zero after 1000 miles, so after you ride 3472 miles the odometer reads
472. The reason, in our present notation: 3472 = 472 (mod 1000).

Suppose it is now 5 AM. Consider how to compute what the time will be
after 784 hours have elapsed. Since it is now 5 hours past midnight, after
the given time interval it will be 789 hours past midnight. Division by 12
yields the equation 789 = 1265+ 9. This equation tells us that over the
span of 789 hours, a clock’s hour hand will complete 65 full revolutions
(taking the time to noon) and will then mark off nine more hours. The
result: in 784 hours from now the time will be 9 PM. More generally, to
compute the time ¢ at h hours after time ¢y, we use the division algorithm
to write
to + h = 12(] +7r

with 0 < r < 12. Then

p_ ) if r # 0,
12 ifr=0.
(The temptation is to write simply “t = r,” but we do not speak of “zero
o’clock.”) In congruence notation, the time ¢ is the number satisfying
these two conditions:

1<t<12 and t=ty+h (mod 12)

(Remember: we are assuming that all numbers are integers.) Whether
the time changes from AM to PM (or vice versa) is determined by the
parity of q.

6.41 Theorem. Fix m > 0. Then congruence modulo m is an equivalence
relation on Z.

PARTIAL PRrROOF. There are three things we need to verify.

—~
=
~—
e L@ 2

|

a (mod m) for all a
=b (mod m) = b=a (modm)
=b (mod m)and b=c¢ (mod m) = a=c (modm)
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We leave (i) and (ii) as exercises. As for (iii), the hypothesis gives
a = b+ mkq and b=c+ mky

for some k; and ko (use 6.39). Then a = ¢+ m(ky + kq), and so a = ¢
(mod m). O

We now show that with a fixed modulus, congruences behave in some ways
like equations.

6.42 Theorem. Ifa=0b (mod m)and ¢c=d (mod m), then
a+c=b+d (mod m) and ac = bd (mod m)

ProoF. The hypothesis gives a = b+ mk, and ¢ = d + mk, for some k; and
1{32. Then
a+c=(b+d) +m(ks + ko)
and so a +c¢=0b+d (mod m). Also,
ac = bd + m(kld + ka + mklkg)

so ac =bd (mod m). O

6.43 Corollary. Suppose there are congruences a; = b; (mod m),
as = by (mod m),...,a, =0b, (mod m). Then

i: a; = z”: b1 (mod m) and ﬁ a; = ﬁ b; (mod m)
i—1 i=1 i=1 i=1

(So congruences modm can be added or multiplied, like equations.) In par-
ticular, if a = b (mod m), then o™ = b" (mod m) for all n > 1.

ProoF IDEA. Argue by induction on n, using Theorem 6.42 to establish
the result when n =2. [

6.44 MAacic TRicK. Take the last four digits of your telephone number,
add your weight, and multiply the result by 9. Then write down the sum of
the digits of the answer. If your sum has one digit, stop; if your sum has two
digits write down their sum. Prediction: Your answer is 9. Sample:

last four digits of telephone number 3785
weight + 197

3982

x9

35838

3+5+8+3+8=27
24+7=9
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An explanation of 6.44 requires a close look at decimal notation. A non-
negative integer n written in base 10 has the form asa;_1 ...aiaq, where each
a; satisfies 0 < a; < 9; each q; is called a decimal digit of n. Here the
juxtaposition of digits does not mean multiplication; instead, it means this:

t
n=a;-10'+ a1 - 107" - +a; - 10+ ao =Y _a;-10°
1=0

For example, 4708 = 4-10% 4 7- 102 + 8. The following result is the key to the
“magic” displayed in 6.44.

6.45 Theorem. Every nonnegative integer is congruent modulo 9 to the
sum of its decimal digits. Symbolically, if 0 < a; <9 for 0 <1 < ¢, then

t t
Zai 10" = Zai (mod 9)
=0 =0

Proor. Clearly 10 =1 (mod 9). Then three applications of Corollary 6.43
yield the following three statements:

10°=1 (mod 9) foralli >0
a; - 10" = a; (mod 9) for0<i<t
t t
Z a;- 10" =Y a; (mod 9) a
i=0 =0

6.46 Corollary (Test for Divisibility by 9). An integer is a multiple of
9 if and only if the sum of its decimal digits is a multiple of 9.

Proor OuTLINE. First notice that it suffices to check the assertion for
nonnegative integers. Then verify the following statement:

(6.47) If a=b (mod m), then m|a < m|b.

Finally, apply 6.47 to the congruence in the statement of Theorem 6.45, with
m=9. 0O

Now we can understand the idea underlying 6.44. Once we somehow pro-
duce a multiple of 9, we know that the sum of its digits is also a multiple of
9, as is each subsequent digital sum. Eventually we reach a one-digit nonzero
multiple of 9, and that’s 9.

It is a straightforward matter to extend these results on decimal represen-
tation of integers to results in other bases, as follows. If b > 2, writing an
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integer n in the base b means writing n = a;a;_1 ...ag as an abbreviation

for
t

n:Zaibi with 0 <a; <b-—1
i=0
Then the congruence in Theorem 6.45 generalizes to

t t

Zaibi = Zai (mod b —1)

=0 =0

by essentially the same argument. Corollary 6.46 extends to this: An integer
is a multiple of b—1 if and only if the sum of its digits in base b representation
is a multiple of b — 1.

6.48 Theorem (Test for Divisibility by 11). An integer n with deci-
mal representation n = a;a;_1 . . . ag is divisible by 11 if and only if the number
a; — Qi1 + a;_o — - - - £ ag is divisible by 11.

Proor OuTLINE. We are given that

t
n= Zai -10°
i=0

Starting with the congruence 10 = —1 (mod 11), we then proceed as in the
proof of Theorem 6.45, but this time deducing the congruence

t

(1) Zai 10" = Z(—l)iai (mod 11)

i=0

Apply 6.47 (with m = 11) to (), and observe that the number > '_ (—1)'a

is equal to +(a; — ay—1 + a4 — -+ - £ ap). O

6.49 ExaMPLE. The number 319,245,386,597,518,260 is divisible by 11, be-

cause the number
3—1+9—-2+4-5+3-84+6—-54+9—-74+5-14+8-24+6—-0=22

is divisible by 11.

Exercises

1. In each part answer true or false, without proof.
(a) —297 = 533613 (mod 5)
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mod m) and n | m = a =b (mod n)

mod m) and m | n = a =b (mod n)

mod m) = a? = b* (mod m?)

mod m) and a =b (mod n) = a =b (mod (m,n))

)Jand a = b (mod n) = a =0b (mod [m,n])

(g mod m) and a =b (mod n) = a =b (mod mn)

(h) (10%° —1)12 =6 (mod 3)

For which integers a and b is the statement a = b (mod 1) correct?

Prove that if n is an odd integer then n? =1 (mod 8).

Prove that every integer n satisfies the congruence n®* =n (mod 6).

Consider the integer n = 12345678910111213...100. (The number is writ-

ten by listing the positive integers from 1 to 100 without spaces between

them.)

(a) How many digits does n have?

(b) Is n divisible by 97

Prove statement 6.47.

In the country of Zzyzzx the clocks have eight-hour faces. Suppose it is

now five o’clock in Zzyzzx. What time will it be in 4725 hours?

Suppose it is now 8 A.M. in Boston. What time of day will it be in

Boston in 6538 hours? (Be sure to indicate whether the hour will be A.M.

or P.M.)

An assortment of numbered tiles is assembled on a rack, forming an integer

n, and the rack is placed on view in a local gallery. A clumsy visitor

overturns the rack. He hurriedly gathers up the tiles and repositions them

on the rack, producing an integer n’. Show that the difference between n

and n' is divisible by 9.

(a) Show that if (k,m) = 1 then the following cancellation law holds:

ka=kb (mod m) = a=b (mod m)

(b) Is the condition (k,m) =1 in part (a) essential?

Let m be a positive integer.

(a) Show that every integer is congruent modulo m to exactly one of the
integers 0,1,...,m — 1.

(b) Suppose (k,m) = 1. Show that every integer is congruent modulo
m to exactly one of the integers 0, k, 2k, ..., (m — 1)k. (Hint: Use
Exercise 10(a).)

In each part, fill the blank with one or more numbers from the set {0, 1, .. .,

7}, using the smallest number of elements that yields a true statement.

Then prove the statement.
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(a) If n is the square of an even integer, then n =____ (mod 8).
(b) If n is the square of an odd integer, then n = ____ (mod 8).
(a) Use the results of Exercise 12 to show that the equation 98765487

= 22 + 9% is not solvable in Z.
(b) Is the equation 78135 = z* + y? + 2? solvable in Z?
[Historical note (not needed for the solution of this exercise): In the
eighteenth century it was shown by J. L. Lagrange that every positive
integer can be expressed in the form z? +y? + 22 +w? for some x,y, z, w €
Z.]
Suppose n is a positive integer whose digits add to 24. Name a positive
divisor of n other than 1 and n, and prove your claim.

(a) Let n be a positive integer. Prove that if 2" — 1 is prime, then n is
prime.
(b) Write the number 2" — 1 in binary (base 2) form.

Write the integer 35481 in base 7 notation. (Suggestion: Begin by finding
the largest integer ¢t such that 7 < 35481. Then find a; € N such that
35481 = a; - 7 + r, with 0 < r < 7'. The number a; is the leftmost digit
of the answer.)

(a) Describe a simple procedure for converting a number given in base 2
notation to base 4 notation. Your procedure should go directly from
base 2 to base 4, without using decimal notation as an intermediate
step.

(b) Hlustrate your method by converting the binary number
11101011011001101

to base 4 notation.
Consider the following list of numbers:

1
12
123

123456789
1234567891
12345678912
123456789123

What is the first number on this list that is divisible by 117
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19. Design a simple procedure for testing whether an integer given in binary
notation is divisible by 3, and justify your claim.

20. For a positive integer a, let D(a) denote the integer obtained by taking
the sum of a’s digits, then taking the sum of the digits of that number,
and continuing this process until a one-digit number is obtained. (We did
this sort of thing in 6.44.) Show that

D(a+b)=D(D(a)+ D)) and  D(ab) = D(D(a)- D(b))

(Hint: Use Theorem 6.45.)

[The results of this exercise can be used to check computations with
large integers. For instance, if computation seems to show that ab = ¢,
then according to Exercise 20 we must have D(D(a) - D(b)) = D(c).
Checking that this is the case will catch eight errors out of nine. (Think
about why this is so.) This procedure of checking computations by re-
placing each integer by the sum of its digits is called casting out nines.]

6.5 Introduction to Euler’s Function

Suppose we are given a positive integer m, and we want to determine whether
m is prime or composite. How should we proceed? An initial answer might
be this: We have to determine whether m is divisible by some positive integer
strictly between 1 and m, and for this purpose it is enough to test for divisi-
bility by primes up to /m. Just by looking at the right-most digit of m, we
can see whether m is divisible by 2 or by 5. And m is divisible by 3 if and
only if the sum of m’s digits is divisible by 3. (The argument for this is the
same as for the test for divisibility by 9 given in Corollary 6.46.) In general, if
no special trick occurs to us, we can just divide m by larger and larger prime
values up to y/m in the standard elementary school way, and see if we ever
get a remainder of 0. If we never do, then m must be prime.

While the method described in the preceding paragraph is correct, we can
easily see that if m is large, say a 50-digit number, then the process might
take a long time. It turns out that the subject of “primality testing” has much
more to it than this simple-minded and tedious process of repeated divisions.
One of the goals of this section is to indicate a procedure that can sometimes
demonstrate that a given integer is not prime without actually dredging up
a prime divisor. For this purpose, we will now discuss a remarkable function
that was first introduced by the great mathematician Leonhard Euler in 1760.
Throughout this section, all numbers will be understood to be integers.

Numbers a and b are said to be relatively prime if (a,b) = 1; equivalently,
a and b have no common prime divisors. For a number m > 0, consider how
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many of the numbers 1,2,...,m are relatively prime to m. Let’s label this
quantity: define

o(m)=#{k|1<k<mand (k,m) =1}

This function ¢: N — N is known as Euler’s ¢-function. 1t is also known as
the totient function. (Incidentally, ¢ is the Greek letter “phi.”)

6.50 ExAMPLES. ¢(1) =1, ¢(p) = p — 1 if p is prime; p(6) = 2, because
there are two numbers satisfying 1 < k < 6 and (k,6) = 1, namely, 1 and 5.

Euler’s function turns out to be extremely useful, although many of its
properties are shrouded in mystery and are the subject of ongoing research.
Before confronting the abyss of the unknown, let’s develop a few of the known
properties of p, starting with a theorem that is the key to ¢’s role in primality
testing. In Section 6.6 we’ll derive a formula for computing ¢(n) in terms of
the standard factorization of n and explore other properties of this intriguing
function.

6.51 Lemma. (i) If m | ab and (m,a) =1, then m | b.
(ii) (The Cancellation Law) If ax = ay (mod m) and (a,m) = 1, then
r =y (mod m).

Proo¥F. (i) Sincem | ab, we can write ab = mc. Then, because (a,m) = 1,
Corollary 6.21 tells us that there are integers x,y such that ax +my = 1.
So b = abx + mby = m(cz + by), and therefore m | b as claimed.

(ii) The condition ax = ay (mod m) yields m | a(x — y). Then part (i) gives
m | z —y; that is, x =y (mod m). O

6.52 Euler’s Theorem. Suppose m is positive and (z,m) = 1. Then
9™ =1 (mod m)

Proor. Let S={y| 1<y <mand (y,m)=1} ={ai,...,apm)}. Then
for each 7 satisfying 1 < i < p(m), we have (xa;,m) = 1. Why? Because from
Theorem 6.26, any prime divisor of xa; must divide either x or a;, and both of
them are given to be relatively prime to m. Also, from the division algorithm
we can write xa; = mq + r = r (mod m) for some r satisfying 0 < r < m.
Then, because (za;,m) = 1, we must have (r,m) = 1. (Be sure to check this
point. What would happen if  and m had a common divisor bigger than 17)
Thus r € S; that is, r = a; for some j. No two of the elements a1, . .., aym) are
congruent modm. Therefore, from the Cancellation Law (Lemma 6.51(ii)),
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it follows that if 1 < iy,iy < p(m) and i1 # iy, then xa;, # xa;, (mod m).
(Here we use the hypothesis (z,m) = 1.) That is, the integers za, ..., zay@m)
are congruent mod m to different elements of S. So we have a system of p(m)
congruences:

ray = aj, (mod m)

ray = aj, (mod m)

Lp(m) = Apam) (mod m)

where each a; € S appears exactly once on each side of this list of congruences.
Then, by Corollary 6.43, the product of all of these congruences is also a
congruence, namely

2#m H a; = H a; (mod m)

i=1 i=1

But Hf(m) a; is relatively prime to m because each a; is. Therefore (again by
the Cancellation Law) we have 7™ =1 (mod m), as desired. O

6.53 Corollary (Fermat’s Theorem). If p is prime and (a,p) = 1, then
a?~' =1 (mod p).

Proovr. This is the special case of Euler’s theorem in which m = p, since
pp)=p—-1. O

Now suppose we have a large number m whose primality we would like to
investigate. In other words, we want to answer this question: Is m a prime
or isn’t it? If m’s primality really is a mystery to us, presumably we have
already checked (by glancing at its units digit) that m is odd. So Fermat’s
Theorem tells us that if m were actually prime, then we would have 2"~ =1
(mod m). Equivalently (taking the contrapositive): if 2m~1 2 1 (mod m),
then m s not prime.

Assume m > 0. Then, from the division algorithm, we know that for every
x there are unique integers ¢ and r such that r =mqg+rand 0 <r <m — 1.
That is, there is a unique 7 such that 0 < r < m — 1 and x = r (mod m).
We call this number r the residue of * modulo m, sometimes denoted x
(mod m). (Just as ashes are a fire’s residue, the material left over after the
burning has taken place, here the residue is what’s left over after the largest
multiple of m not exceeding x has been “burned off”—that is, subtracted.) We
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leave it for the reader to check that two given integers are congruent modm
if and only if they have the same residue mod m. In any congruence mod m,
any integer can be replaced by its residue modm, resulting in a congruence
with the same truth value. Incidentally, replacing a number by its residue is
often called reduction mod m.

Given integers a, b, m, and n, with m and n positive, how should we check
the truth value of the congruence a™ = b (mod m) if n is large? First let’s
consider the special case in which n is a power of 2, say, n = 2¥. Then

with k squaring operations. In carrying out this sequence of squarings, when-
ever a number greater than or equal to m has been obtained, it can be replaced
by its residue mod m. This reduction keeps the numbers at a manageable size.
Thus, to find the residue 7*¢ (mod 11), we start with 7 and carry out succes-

sive couplings of squaring and reducing mod 11 until reaching the residue of
716:

7?=49=5 (mod 11)
7' =5=3 (mod 11)
7" =3"=9 (mod 11)
7% =92 =4 (mod 11)

So even though 7' is a gigantic number, in computing its residue modulo 11
we never have to handle a number as big as 112.

Now if instead we want the residue of 72! (mod 11), we can express the
exponent 21 as a sum of powers of 2, getting 21 = 16 + 4 + 1. Then 7?! =
71674 .7, so the residue of 7?' can be obtained by multiplying together the
residues of 7'6, 7%, and 7, and then taking the residue of that product.

6.54 ExAMPLE. Is529 prime? (If you know the answer, pretend you don’t.)
If 529 is prime then p(529) = 528, and by Euler’s Theorem it would follow
that 2°2° = 1 (mod 529). Therefore, if we can show this congruence to be
false then we will have shown that 529 is not prime. We write 528 as a sum of
2-powers: 528 = 512+ 16 = 29 + 2%, (We get this decomposition by cranking
out some powers of 2 and noticing that 512 is the largest 2-power not exceeding
528. Subtraction yields 528 — 512 = 16, which is a 2-power, so we're done.
Had the difference not been a 2-power, we would have found the largest 2-
power less than that difference, subtracted, and continued the process.) So
2528 — 9242 — 92’ 92" Recall that 22° = (--- ((22)?)2---)?, with k squarings.
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A session with a calculator (not essential, but certainly helpful) now yields
2% = 256
22" = (256)* = 65536 = 469
2%" = (469)? = 219961 = 426
2% = (426)? = 181476 = 29

4

27" = (29)% = 841 = 312
22" = (312)? = 97344 = 8
27 =8> =64

where all congruences are mod 529. This gives
2528 — 92’ . 92" = 4. 469 = 30016 = 392 # 1 (mod 529)

and so 529 is composite.

Some readers will complain, “But I've known for years that 529 = (23)?,
so who needs all these congruences?” The answer comes by noticing that
the approach to proving that m is composite by Euler’s theorem uses roughly
log, m squaring-and-reducing steps when m is large. But

m = 1010g10m — (210g2 10)log10m — 2(log2 10)(log;q m)

Therefore
log, m = (log, 10)(log,, m)
~ 3.32log;,m
~ 3.32 x (#{decimal digits in m} — 1)

Thus if m has 50 digits, it may be possible to use Euler’s Theorem to show
that m is composite in about 165 squaring-and-reducing steps, whereas the
elementary school approach might require testing m for divisibility by all the
primes up to y/m & 10?°. In real life, most serious and extensive numerical
calculations are done on computers, where 165 squaring-and-reducing proce-
dures can be done practically instantaneously. But 10%° operations exceeds
the lifetime work expectancy of even the fastest computers.

6.55 Remark. Let’s be clear about the logic. We have seen that the con-
dition 2"~' =1 (mod m) is necessary in order for m to be prime. We have
not claimed that it is also sufficient. In fact, the statement
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2"t =1 (mod m) = m is prime

For example, it can be shown that 23 = 1 (mod 341), yet 341 is not

prime: 341 =11 - 31.

Exercises

1. (a)
(b)

Use the definition of Euler’s function to evaluate ¢(9), ¢(20), and
©(37).
If p is prime and k > 1, determine p(p*).

2. Assume that m € N. Call a set S C Z a complete system of residues
mod m if every integer is congruent mod m to exactly one element of S.

(a)

4. (a)

Show that the set {0,...,m — 1} is a complete system of residues
mod m.

Show that if S is any complete system of residues mod m, then #S =
m.

Prove that if p > 1 and p is a divisor of (p — 1)! + 1, then p is prime.
(Suggestion: Argue by contradiction.)

Do you feel that the result in part (a) yields a valuable method of
testing for primes? Explain.

Assume that m # 0. Use Corollary 6.21 to prove that if (a,m) = 1,
then the congruence ax = 1 (mod m) is solvable. (That is, there is
an integer x for which the congruence is true.)

Give a second proof of the result in part (a) using Euler’s Theorem.

Under the conditions in part (a), prove that if b € Z, then the con-
gruence ax = b (mod m) is solvable.

Prove that if x; and x5 are both solutions of (c), then z; = x5
(mod m).

5. Verify the claim (in Remark 6.55) that 23 =1 (mod 341).

6. (a)

Write down the conclusion of Euler’s theorem when = 12 and m =
17.

Use the answer to part (a) to determine the residue of 12**? (mod 17)
using only a very short computation.

Write the number 683 as a sum of powers of 2, using the smallest
possible number of terms.

Show that the answer to part (a) immediately yields the binary (i.e.,
base 2) representation of 683.

Prove that if p is prime and a € Z, then a? = a (mod p).

Deduce from part (a) that if p is prime and a,b € Z, then
(a4 b)? = a” 4 b? (mod p).
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9. (a) Prove that if a=b (modm;) and a=b (modmy) and
(my,my) =1, then a = b (mod mymy).
(b) Use Fermat’s Theorem, Exercise 8(a), and part (a) of this exercise to
prove that every integer x satisfies the congruence z° = x (mod 10).
(c) What does the result in part (b) say about the decimal representations
of 2° and 7

10. Obtain a formula for log, 3 in terms of logs to the base 10.

11. Use Fermat’s Theorem to prove that if p is an odd prime, then p is a
divisor of 24+ 2P7 1+ ... 4 (p—1)P 1.

6.6 The Inclusion—Exclusion Principle and Euler’s Function

Our first goal in this section is to derive a formula for ¢(n) in terms of the
standard factorization of n. Then we’ll use this formula to develop further
properties of . At the end of the section we will state some unsolved research
problems involving this important and mysterious function.

As a preliminary step, we first need to extend a counting result from Chap-
ter 4. Given n finite sets Ay, ..., A, of known size, how many elements are in
the union (J7 4;? We obtained such a formula when n = 2 in Corollary 4.16,
and that result will be crucial in what follows. Let’s first consider the case
n = 3, and this will suggest the pattern that will hold in general. In what
follows, | X| denotes the number of elements in the set X. So in this notation,
Corollary 4.16 becomes |[AU B| = |A| + |B| — |AN B|. We have

3

U

i=1

= |A; U As| + |As] — [ (A1 U Ag) N Aj| (by application of 4.16)
= A1 U Ag| + |As] — | (A1 N A3) U (A N A3)|
= [Ai] + [Ao] — [A1 N As| + |A;3]
— (JA1 M As| + |As N Az| — |[A1 N Ay N Asl)
(by two more applications of 4.16)
= |A1] + |As| + |As| — (JA1 N Ag| + |A1 N As| + |Aa N As))
+]A; N Ay N As

3
:Z]Ai|—< > |AmAjy> + Ay N Ay N Al
=1

1<i<5<3
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Let’s consider the intuition behind this formula. To count the number of
elements in the union of three sets, we first add the cardinalities of the in-
dividual sets; this is the sum Z?Zl |A;|. Then, upon realizing that elements
appearing simultaneously in two different A; have been included more than
once in the total, we subtract (Zi§i<j§3 |A;NA;|) to eliminate or ezclude each
such redundancy. Finally, we observe that the elements occurring simultane-
ously in all three A; were each included three times in the counting represented
by the first part of the formula, then they were excluded three times in the
middle part of the formula, so up to here they weren’t really counted at all.
So we add back in (or include) the number of such elements, and that’s the
expression |A; N Ay N As| added at the end of the formula.

It is now reasonable to hope that when n is unrestricted, the number of
elements in the union of n sets can be found by a similar alternation of inclu-
sions and exclusions. In fact, this can be proven by mathematical induction
on n. The details are tedious, and we omit them. But just as the result when
n = 3 follows from the case n = 2, the result for n = k£ + 1 follows from the
case n = k in the induction argument, with the linkage being the case n = 2.

6.56 Theorem. Let Ay,..., A, be sets. Then

:Z’Al|—< Z ’AilmAi2’> + ( Z ’AilmAZémAi:J)
i=1

1<i1<ia<n 1<iy <ig<iz<n

U

1=

n
4
1

_...+<_1)”+1’A1m...m,4n’

6.57 Corollary (Inclusion—Exclusion Principle). Let S be a finite set
and suppose Ay, ..., A, are subsets of S. Define Sy = |S| and, for 1 < k < n,
define

Se= Y Ay n-nA

1<) << <n

Then

[ATn AN AL = (=R,
k=0
(Recall that A! is the complement of A; in S.)

Proor OuUTLINE. Check that AjNA,N---NA, =5— (U~ 4), hence
that

n

U4

i=1

|AiNnAN---nA =S| —

The result now follows from Theorem 6.56. [
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6.58 EXAMPLE. A sports club has 54 members. Of those, 34 play tennis,
22 play golf, and 10 play both. Eleven members play handball and, of those, 6
play tennis, 4 play golf, and 2 play all three sports. How many club members
participate in none of the sports?

SoLuTIioN. Fix three sets A;, each consisting of the club members who
play one of the three sports. Taking S to be the set of all club members, the
inclusion—exclusion principle gives

AT N A NAY =54—(344+22+11)+(10+6+4)—2=5

Thus five members play no sports.

Suggestion. Draw a Venn diagram corresponding to this example, with three
interlocking circles, one for each A;, sitting inside a rectangle (corresponding
to the set of all club members); label each region in the diagram with the
number of elements in that region.

Now suppose n has standard factorization n = p{* ---p®, and let’s derive
a formula for ¢(n).

An integer m is relatively prime to n if and only if m is not divisible by
any of pi,...,p.. Let A;={m €N, | p;| m}. Then

p(n) = A1 N---NA]
and this restatement of the value of p(n) virtually pleads with us to use the

inclusion—exclusion principle. First note that if k£ is a positive integer and
k | n, then there are precisely n/k positive multiples of k& not exceeding n,

namely, k, 2k, 3k,...,n (= % - k). In particular, we have
n
|Ail = —
n
| 1 2’ pllplz
n

|A;, N A, N A | = ——
pi1pi2pi3

and so on. From this the inclusion—exclusion principle gives us

P =n=3 T4 s D b U

i1 <isa pl1p12 i <in<is pl1p12p13 P11 Dr
1 1
Sl oy ey
Di i1 <ig pnplz i1 <in<i3 p11p12p13 P11 Dr

D
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(Note: A really careful proof of the last equality requires mathematical in-
duction.)

Let’s state this important result, along with an immediate consequence, in
the form of a theorem.

6.59 Theorem. If n has standard factorization pi* - - - p27, then

e =n [T (1= ) =n IT (") =TT T -1

1<i<r i<i<r pi 1<i<r 1<i<r

Moreover:
If (m,n) =1 then p(mn)= p(m)p(n).

ProoF. The first statement follows from the preceding paragraph and the

fact that n = p{*---pd . For the second, suppose m = qfl ---g%. Since
(m,n) = 1, the primes pq,...,p, q1,...,qs are distinct, so the result follows

from the first equation in the first statement. [

6.60 Corollary. If pis prime and k > 1, then p(p*) = p*t(p— 1) = p* —
k—1

P

6.61 EXAMPLE.
©(280500) = p(2%-3-5°-11-17) =2-3°-5%.11°.17°-1-2-4-10- 16 = 64000

To appreciate our formula for ¢(n), imagine computing ¢(280500) directly
from the definition of : we would have had to factor all the positive integers
up to 280500 into primes, eliminate those that share one or more prime divisors
with 280500, and, finally, count the numbers that remain. That final list of
numbers to be counted would have had 64000 entries!!

Here is a table displaying the first few values of p(n).

n|12345678910111213141516171819202122
go(n)|1122426464104126 § 8 16 6 18 8 12 10

This table suggests a few possible properties of p(n). For example, it appears
that ¢(n) is even when n > 2, that every positive even integer is in the range
of ¢ and in fact is equal to ¢(n) for at least two values of n, and that ¢(n)
tends to grow, though perhaps erratically, as n grows. Let’s pursue these
thoughts.
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6.62 Theorem. If n > 2 then ¢(n) is even.

Proo¥. First suppose n is a 2-power (that is, a power of 2). Say n = 2,
with k& > 2. Then ¢(n) = 2¥(1 — §) = 2%,

If n is not a 2-power then n = p*m for some odd prime p, with k£ > 1 and
(p,m) =1. Then

p(n) = (P )p(m) = (p" = p*e(m) = p*(p — 1)p(m)
But this value is even because p is odd. [

n

6.63 Theorem. If n is a positive integer, then p(n) >
language of calculus, lim,, ., ¢(n) = co.)

o

. (Hence, in the

Proo¥F. The result is clear if n = 1, and if n is a 2-power it follows from
the proof of Theorem 6.62. Now suppose n > 1, with n not a 2-power; say
n has standard factorization n = 2%p{* .- - p% with oy > 0 and «; > 1 for
1 <4 <r. Then

p(n) > 2007 tp=te L per=l(p; — 1) -+ (p, — 1)

1 1
13 ar—3

> 20«)—1101 ey (Here use the fact that p; — 1 > \/E)
ap—1 %o‘l %a’" 1 1
> 92 pil o p? (Because a; — 5 > 5041'-)

Our little table displaying the initial values of ¢ suggests that every positive
even integer is in the range of ¢. The following result kills this dream once
and for all.

6.64 Theorem. If m =2-5%, with k € N, then there is no integer n such
that p(n) = m.

PrROOF. Suppose, to the contrary, that there is such an n; and let’s suppose
that n has standard factorization n = pi™* -- - p27. So
p(n) =pd" =t pr T (o= 1) - (o — 1),

In this formula, each of the numbers p; — 1 corresponding to an odd prime p;
is even, and hence introduces at least one 2 into the standard factorization of
©(n). But the prime 2 occurs just once in the standard factorization p(n) =
2 - 5%% so n must have at most one odd prime divisor p. Moreover n cannot
be a 2-power, since otherwise ¢(n) would also be a 2-power by the proof of
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Theorem 6.62. Thus we can write n = 2°p°, where o € {0,1} and 3 € N.
This leads to

p(n) = 9(2°p°) = 0(2%)p(0”) = 0(p") = p" ' (p—1) =25

Our proof will be complete if we can show this equation to be an impos-
sibility. First consider the value of . If § > 1 then p = 5 and hence
p — 1 = 4, contradicting the equation. Therefore we must have g = 1
and hence ¢(n) = p—1 = 2-5%. That is, p = 1+ 2-5%*. But 5% =
(5%)F = 1 (mod 3), so 2-5%* = 2 (mod 3). Therefore p = 1+ 2 5% =0
(mod 3); in other words, 3 ‘ p. But p is prime, and therefore p = 3. Thus
n = 2%-3, and so n is either 3 or 6. But this contradicts our assumption
that p(n) =m =2-5*. O

We have now scratched the surface of Euler’s op-function, demonstrating
some basic properties and indicating its role in primality testing. But there
remain mysteries about ¢ that are the subject of ongoing research. Here,
briefly, are some samples. You may enjoy trying your hand at them. Remem-
ber: the toys in your playpen were different from everyone else’s toys, and
so your view of the world is not the same as anyone else’s. You may notice
something that everyone else has missed. Good luck!

6.65 Research Questions. (1) The bottom row of our table of values for
©(n) has a lot of repetition. So, while Theorems 6.62 and 6.64 show
that many natural numbers are not in the image of ¢, the data suggests
that every element in the range of ¢ has at least two elements in its
pre-image. That is, it is reasonable for us to believe that if p(n) = k,
then also p(n’) = k for some n' # n. (Incidentally, a table of values for
©(n) for the first many thousands of values of n supports this belief.) In
1907 the mathematician Robert Carmichael published a paper claiming
to have proved this result. Years later a flaw was found in his proof, so
that in 1922 Carmichael blushingly published another paper, beginning,
“T'wo correspondents have recently called my attention to the fact that
the supposed proof of the following theorem, which I gave some years
ago, is not adequate....” So Carmichael’s “theorem” was downgraded to
Carmichael’s conjecture. To this day the problem remains open, though in
1947 Victor Klee showed that if there exists an n for which Carmichael’s
conjecture is false, then n > 10409

(2) Our table for ¢ shows three values of n for which p(n) = p(n + 1).
In fact, it is known that for n < 2-10%, there are exactly 391 such numbers
n. Question: Are there infinitely many n for which ¢(n) = ¢(n+1)7
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(3) If p is prime then ¢(p) = p — 1, and consequently ¢(p) | p — 1.

Question: Are there any composite n for which ¢(n) | n — 17 (Inciden-
tally, it is known which n have the property that ¢(n) | n. These n are
the powers of 2 and the numbers of the form 2"3°, where r,s € N. This
was shown by Sierpiniski in 1959.)

Exercises

A e A

. Compute ¢(360) and ¢(7056).

How many positive integers < 600 are not relatively prime to 6007

Show that if m | n then p(m) | ¢(n).

For which integers n is it true that ¢(n) = ¢(2n)? Prove your claim.

A function f: N — N is said to be multiplicative if f(ab) = f(a)f(b)

whenever (a,b) = 1. And f is completely multiplicative if f(ab) =

f(a)f(b) for all a,b € N. From Theorem 6.59 we know that ¢ is multi-

plicative. Is ¢ completely multiplicative?

Suppose every prime divisor of m divides n. Obtain an equation relating

©(n) and p(mn).

Show that if p is prime then Y. o(p’) = p".

Let f: N — N be a multiplicative function. (See the definition in Exercise

5.)

(a) Show that f is completely determined by the values f(p®), where p is
prime and a > 0.

(b) By the notation >, f(d) we will mean the sum of the values of f
on the positive divisors of n. (This is a standard notation in number
theory.) Show that if n = p{* ---p%", then

S 5 = H(i f(pfi))
dn ;=0

(Suggestion: Begin by writing out the right-hand expression in com-
plete detail in the case n = 60.)

(c) Verify that >, p(d) = 12.

(d) Use part (b) to prove that >, ¢(d) = n for every n € N. (Sugges-
tion: To make the meaning of this statement concrete, first check it
in the explicit case when n = 12.)

Recall the definition of the greatest integer function, from Example
3.8(b).
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(a) Suppose 1 <t <n. Show that exactly [%} of the numbers in N,, are
divisible by ¢t. (Hint: Start by using the division algorithm to write
n=gqt+r, with 0 <r <t.)

(b) How many integers from the set {1,...,1000} are divisible by none
of 5, 6, 87 (Hint: For k € {5,6,8}, let Ay = {m € Nyg | k| m}.
Then use part (a) and the Inclusion—Exclusion Principle.)

10. A derangement of {1,...,n} is a permutation of ¢ € S, that leaves no

element fixed; that is, for all ¢ we have (i) # i.

(a) How many derangements are there of the set {1,...,6}7 (Suggestion:
Use Inclusion-Exclusion, with A; the set of permutations that fix i.)

(b) Obtain a formula for the number of derangements of {1,...,n}.

6.7 More on Prime Numbers

Euclid’s proof that there are infinitely many prime numbers is remarkable for
its brevity. But as we observed in Section 6.3 it gives no really effective way to
actually produce new primes. For example, it is a relatively straightforward
process to construct a list of the first twenty-five primes, py, ..., pss, even with
just hand calculations, and Euclid’s argument tells us that the prime divisors
of the number M = p;---pos + 1 are not in the set {pi,...,pss}; but the
enormous size of M can make actually finding such a prime rather daunting.
(Try it!) Since every integer n > 2 is a product of primes, the primes are in a
sense the multiplicative building blocks of number theory, so it is only natural
to seek a kind of formula for prime production. Each new approach to the
study of prime numbers has the potential for applications to other problems
in number theory.

The great Seventeenth Century French mathematician Pierre de Fermat
made an effort to systematically generate primes by considering numbers of
the form 2% + 1.

EXPERIMENT. Compute the integers of the form 2% +1 with k& < 16, and
consider their factorizations.

Once you have done the experiment, inspection will show that the primes
on this list are precisely those numbers 2% + 1 for which the exponent k is a
power of 2. The numbers of the form F, = 22" + 1 are now called Fermat
numbers, and Fermat conjectured that the F),’s are all prime. Here is his
explicit evidence: the numbers

FO == 21 + 1= 3

Fi=22+1=5

F=2+1=17
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F3=2%41=257

Fy; =2 41 = 65537
are prime. Accordingly, these are called Fermat primes .

The experimental evidence described in the preceding paragraph suggests
that integers of the form 2% + 1 are prime if and only if k is a 2-power, and
the following proposition shows that this suggestion is at least half true.

6.66 Proposition. If k € N and n = 2 + 1 is prime, then k is a power of
2.

PROOF. Supposen = 2¥41 is prime, and suppose there were a factorization
k = st with ¢t odd and ¢ > 1. Then n = (2°)" 4+ 1. But for any real number z,
an induction argument will show that there is a factorization of the form

=+ )@@ - ) = (2 4+ 1) (Z_:(—l)ixi.>

1=0

(Write t = 2m + 1 and use induction on m.) It follows that (2°+ 1) | n,
contradicting the fact that n is prime. Hence k must be a 2-power, as was to
be shown. [

As it turns out, roughly 100 years after Fermat made his conjecture, Euler
produced the factorization

Fy =232 + 1 = 4294967297 = 641 x 6700417,

thereby killing Fermat’s conjecture. (Moral: Even geniuses can be wrong.)
Nevertheless, considerable effort has been devoted to the search for further
Fermat primes. Since each Fermat number is roughly (but not exactly!) equal
to the square of its predecessor, the F),’s grow very rapidly with n, and de-
termining which other Fermat numbers—if any—are primes becomes a major
computational challenge, even with today’s super-fast computers. To date it
has been shown that all the Fermat numbers F,, with 5 < n < 32 are com-
posite, and whether there are any more Fermat primes remains a mystery. In
considering the difficulty of the problem, it must be remembered that inte-
gers under investigation need to be entered exactly—approximations will be
useless—and the numbers are so large that just storing them in a computer in
an accessible way is already a nontrivial matter. For example, as mentioned
in Chapter 1, the Fermat number F33 has 2,585,827,973 decimal digits!
While the search for more Fermat primes beyond F} has so far been fruitless,
we will now show that Fermat numbers can nevertheless be used to obtain
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another proof that there are infinitely many prime numbers. In the 1920s the
mathematician George Polya observed that

F-2=F, Kh-2=FLF, F-2=FRF and F,—2=FFRLE,

and this led Polya to prove the following result.

6.67 Lemma. Foreachn >1,

Fn - 2 == FOFl"'Fn—l-

ProoF. The proof is by induction on n.

We have already checked the truth of the lemma for n = 1 (and in fact for
all n < 4). Now suppose the result is known to hold for some value n = k > 1.
That is, Fy, — 2 = FoFy -+ - Fj,_1. Then

Fo—2=02""41)-2=2"" 1= +1)-2* = 1) = F, - (F, - 2),
from which the result follows by the induction hypothesis. [

Recall that integers aq, as are said to be relatively prime if (a1, as) = 1;
equivalently, a; and ay have no prime divisors in common. More generally, a
set {aq, as, ...} of integers is said to be pairwise relatively prime if (a;, a;) =
1 whenever ¢ # j.

6.68 Theorem. The Fermat numbers are pairwise relatively prime.

ProoOF. Suppose to the contrary that the prime number p is a common
divisor of F, and F,,, with m < n. Then by the lemma we know that p | F,, —2.
But then p | (Fn — (F, — 2)); that is, p | 2, from which we must have p = 2.
But this contradicts the fact that the Fermat numbers are odd, so no such
prime p can exist. [

Therefore, since there are infinitely many Fermat numbers, and no two
share any common prime divisors, we have again proved Euclid’s famous the-
orem:

6.69 Corollary. There are infinitely many prime numbers.

It’s not hard to show that any open interval—mo matter how small—around
a real number contains infinitely many other real numbers. By contrast, the
integers reside on the line in relative isolation from each other, since an open
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interval of “radius” 1 around a given integer contains no other integers. It
is therefore not at all obvious that calculus, which deals with such issues as
continuity and convergence that rely on real numbers getting close to one
another, should have anything substantial to tell us about the integers. But
the great 18th Century mathematician Leonhard FEuler, whose name we have
seen before, is credited with bringing calculus and the mathematics growing
out of calculus into number theory. This part of number theory is called
analytic number theory, and we’ll now give a taste of that subject by
seeing Fuler’s proof that there are infinitely many primes.

First let’s recall three basic facts about infinite series. We leave the proofs
to calculus courses.

(i) Suppose {a,}n>0 and {b,},>0 are sequences of nonnegative numbers.
Then the product of the infinite series Y~ a, and Y >~ b, is the series
Effzo Cn, Where ¢, = Z?:o a;b,_;. If the two given series converge, say to L
and Lo respectively, then >~ ¢, also converges, and in fact Y~ ¢, = Ly Lo.

oo

1
i) If 0 <r <1, th = .
(ii) r <1, ennz:_or -
(i) The series 14+ 2+ 24 24 =3 L 4 (This is the
e series —F ot -t =) = : s is the famous
111 Il 9 3 1 n:1n LVETGES 1S 1 1IMou

harmonic series.) In fact, if M is any positive number then

11 1
l4=+-+..4=-> M
+o gty

if k is sufficiently large.

6.70 ExXAMPLE. By (ii) we have

>~ 1 1 >~ 1 1 3
§ — = =2 and E — = ==

n 1 n 1 ?
£~2 1-1 =3 1-1 2

giving

On the other hand, by (i)

ii ii — 1 +1+1+i+i+l+
on 3] N~~~ 2 3 22 2.3 32 7
n=0 n=0 o — N ~ 4

C1 c2

1
the “sum” of all fractions of the form Jagp’ with @ and b nonnegative integers.
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Now we are ready for Euler’s proof of Euclid’s theorem.

6.71 Theorem. There are infinitely many prime numbers.

PrROOF. Suppose to the contrary that pq,...,pr are the only primes. For
1 <4 <k we have

Z — = eR.

n=0 pz pz

is a real number. But on the other hand

k
1
The product H [

i=1 i
1 k ( 0o
-T2 )
i:11_1_7 i1 \nso i
Repeated application of rule (i) to this last product gives the sum of all
fractions of the form ﬁ with n; > 0 for all ¢. [In the Example we
pl .« e

applied rule (i) with just two prlmes: p1 = 2 and ps = 3.] The Fundamental
Theorem of Arithmetic tells us that the denominators of these fractions are
all the positive integers, because we are assuming that pq, ..., p, are all of the
primes. That is,

The product on the left side of this equation is a real number, while on the
right side is the sum of the harmonic series. But the harmonic series diverges
(1), hence we have a contradiction. So our assumption that there were only
finitely many primes must have been wrong. [

Exercises
1. Show that if n > 3 then there is a prime number p satisfying n < p < n!—1,
and deduce from this that there are infinitely many primes.
2. Suppose my > 2.
(a) Show that m; and m; + 1 have no common prime divisors, and hence
ms = my(my + 1) has at least two prime divisors.
(b) Use an induction argument to extend the argument in part (i) to obtain
another proof of the fact that there are infinitely many prime numbers.
(¢) The argument in (ii) shares a key idea with Euclid’s original proof that
there are infinitely many primes. What is that idea?
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3. Let p be a prime divisor of the Fermat number F,, = 22" 4 1.

(a) Show that pt22" — 1.

(b) There is a positive integer k such that 2 =1 (mod p). Why?

(c) For the remainder of this exercise, let k& be minimal with the property
in (ii). Show that if 28 =1 (mod p) then k | ¢.

(d) Show that 22" =1 (mod p), and deduce that k = 27+,

(e) Show that 2" | p — 1, and hence that p = 2""'¢ + 1 for some integer
t.

(f) We know that F, = 22" + 1 = 65537. Use the result in (v) to prove
that Fy is prime. (Note: [v/65537 ] = 256.)

4. The result in part (v) of the preceding exercise can be strengthened to show
that if p | F}, then p = 2""2¢ 4+ 1 for some integer ¢, though we will omit
the proof. (Perhaps Euler knew this result.) Therefore a prime divisor
of F5 = 2%° 4+ 1 must have the form p = 128t + 1. Use this (and a good
calculator) to show Euler’s result that 641 is the smallest prime divisor of
Fs.

5. For this exercise, do not do any actual computation or any reasoning with
inequalities of the “if this is smaller then that is larger, so this other thing is
smaller, so ...” variety. Instead use only the facts and example on infinite
series mentioned in this section.

(a) The numbers 4883 and 4793 are primes. Determine which is larger:

1 1 1
1 ' 1 or 1
- —— - —— -
4883 4793 4883 - 4793

Explain your reasoning.

(b) Is the fact that the given numbers are primes relevant?

6.8 Primitive Roots and Card Shuffling

In this section we will use the perspective of number theory to re-examine and
extend the discussion of card-shuffling that we started in Chapter 5, and this
will lead to an interesting unsolved problem in number theory. (If you solve
it you will immediately be a famous mathematician!)

Let m be a positive integer. Then for any integer a the division algorithm
gives unique integers ¢ and r such that a = mqg+r and 0 < r < m — 1.
Therefore a = r (mod m), and the transition from a to the remainder r is
called reduction modulo m. Notice that every common divisor of m and r
is also a divisor of a, so it follows that if (a,m) = 1 then also (r,m) = 1.
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Now assume m > 2, and define
Zy,={a€Z|1<a<mand (a,m) = 1}.

If a,b € Z;, then (ab,m) = 1 and therefore when ab is reduced mod m the
result is in Z7 . So multiplication followed by reduction mod m gives an
operation on Z; .

Let a € Z,. Since (a,m) = 1, we know (as a consequence of the division
algorithm) that there are integers x and y such that ax + my = 1, giving
ar = 1 (mod m) and therefore (z,m) = 1. Now reduce z mod m, and we
obtain a unique integer b € Z such that ab =1 (mod m). (Why is b unique?)
This integer b is called the inverse of a in Z?,, denoted a~!. An induction
argument will show that (a")™' = (a=!)" (mod m) for all n € N. Accordingly,
for all n € N we define a™" to be (a~1)". Having done this, we get these laws of
exponents: a”™¥ = a”a¥ (mod m) and (a*)? = a™ (mod m) for all z,y € Z.
(We omit the details.)

6.72 Remark. If the notation a~! is used for the inverse of a € Z7, in the
above sense, then caution needs to be used to avoid confusion with inversion
with respect to ordinary multiplication in the rational numbers. With only
a finite keyboard at our fingertips, it is inevitable that from time to time a
single notation will be used for more than one concept, and attention must
be paid to the context to keep chaos at bay. In the present chapter a=! will
always mean the inverse of a in Z7,.

Recall that Euler’s theorem has shown us that if a € Z;, then

a?™ =1 (mod m).

6.73 Definition. Assume m > 2. The smallest positive integer k£ such that
a® =1 (mod m) is called the order of a modulo m, denoted ord,,a. If

ord,,a = p(m),

then a is called a primitive root modulo m.
Notice that if a = b (mod m) then ord,,a = ord,,b.

6.74 Proposition. If a € Z! and o' = 1 (mod m), then ord,,a | ¢t. In
particular, for all a € Z}, the condition ord,,a | ¢(m) holds.
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ProoFr. Let k= ord,,a. By the division algorithm there are integers ¢ and
r such that ¢t = kq +r, with 0 <r < k. Then

l=d = (" a"=a" (modm).

It now follows from the minimality of & = ord,,a that we must have r = 0.
In view of the first statement the proposition, the second statement is a
consequence of Euler’s Theorem. [

6.75 Corollary. Suppose r is a primitive root mod m. Then

(i) Every element of Z* is congruent mod m to r* for some 7 satisfying
0<i<p(m)—1L1.

(ii) If 4,5 € Z, then " =17 (mod m) if and only if i = j (mod ¢(m)).

Proor. (i) We need only show that if 0 < i < j < ¢(m) — 1 then
r* = r7 (mod m) if and only if i = j, because this will imply that the in-
tegers 1,7, ..., 7?1 represent all the residue classes of elements in Z* . One
direction (the“if”) is trivial. The other direction follows from the proposition,
since if 7" = r7 (mod m) then 77" = 1 (mod m), and this would contradict
the fact that r is a primitive root unless ¢ = j.

(ii) Without loss of generality we can suppose i > j. The congruence
r* = 1/ (mod m) is equivalent to the congruence 7 = 1 (mod m), and
since ord,,r = ¢(m) the result now follows from Proposition 6.74. [

It also follows from the theorem that to check whether a given integer
a € 77, is a primitive root mod m, it suffices to show that a* # 1 (mod m)
whenever k is a divisor of p(m) satisfying 1 < k < ¢(m) (rather than bother-
ing to check this for all k satisfying 1 <k < p(m)).

6.76 ExaMPLE. Consider Z;, = {1,3,5,9,11,13}. Since p(14) = 6, we
know that ord,,(a) € {2,3,6} for all a € Zj, —{1}. Working mod 14, we have
3?=9, 3¥=13, 5°=11, 5=13, 9 =11, 9P=1,

11’=9, 11°=1, 13 =1,

from which we conclude that 3 and 5 are primitive roots mod 14, while 1,9, 11,
and 13 are not: ord49 =ord411 = 3, ord413 = 2.

The reader can check the claim that 3 and 5 are primitive roots another
way by showing that the elements of Z%, are the residues of 3" and 5' for
1 <t <6 (or, if you prefer, for 0 < ¢ < 5), and this illustrates the following
result.
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6.77 Proposition. Suppose r is a primitive root mod m. Then
(i) Z, consists of the residues of the powers r! with 1 <t < ¢(m).
(i) The residue of r* is also a primitive root mod m if and only if

(t, go(m)) = 1.

Proor. (i) Since (r,m) = 1, it follows that (r*,m) = 1 for all t € N. So
the stated residues certainly constitute a subset of Z; . Therefore, to prove
the stated equality, it suffices to show that whenever 1 < i < j < ¢(m) then
r' # rJ (mod m). So, assuming that 1 < i < j < ¢(m), suppose r’ = 1’
(mod m), and let’s look for a contradiction. Let r~' = s € Z* . Then

l=r's'=ris" =17 "r's' = 177" (mod m).
But 1 < j—1i < ¢(m) = ord,,r, and hence we have a contradiction of the
fact that r is a primitive root.
(i) First suppose (¢,¢(m)) = 1. Then from Euclid (once again!) there are

integers x and y such that 1 = tz + ¢(m)y. Therefore
r=r. (rﬂ"(m))y = (r")* (mod m).

Thus r is congruent to a power of 7!, hence so is every element of ZF . It
follows that the residue of r is a primitive root.

Conversely, if the residue of r! is a primitive root then (r')* =r (mod m)
for some k > 1 and therefore r*~1 =1 (mod m). But then Proposition 6.74
gives ord,,r | (tk — 1), and since ord,,r = ¢(m) this yields 1 = tk + xp(m) for
some integer z. Thus (¢,¢(m)) = 1, since any common divisor of ¢ and ¢(m)
would be a divisor of 1. [

6.78 Corollary. If primitive roots mod m exist, then there are exactly
¢(p(m)) of them.

Let’s briefly recall the role of logarithms from our happy precalculus days.
There a number b > 1, called the base for the logarithms, was fixed, and
every positive real number a could then be represented in the form 0 for
some unique xr € R called the logarithm of a with respect to the base b.
There were two common choices for b: namely 10, because then the logarithm
of a gave an immediate feeling for the approximate size of the number; and
e, because of important connections with calculus. Logarithms “translate”
multiplication into addition in the sense that log,(zy) = log, x + log,y. In
our present number theory context we again have numbers whose powers are
especially important, namely primitive roots, and this leads to the following
definition.
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6.79 Definition. Suppose a modulus m has been fixed, suppose further
that r is a primitive root mod m, and let a € Z,. In the classical number
theory literature, the unique value k such that 1 < k < ¢(m) and r* = a
(mod m) is called the index of a with respect to the primitive root r for the
modulus m, usually denoted ind,a. In more current literature the number &
is called the discrete logarithm of a with respect to r, denoted log, a.

We will explore discrete logs a bit in the exercises and briefly describe
an important application in the next section. Here we will be content to
mention just one key property of the discrete logarithm. Like the logarithm
of precalculus fame, the discrete logarithm can be thought of as helping us
multiply numbers x and y by adding their logarithms, except now we must be
willing to reduce the sum of the logarithms mod ¢(m).

6.80 Proposition. Let r be a primitive root mod m, and assume that
x,y € Zy,. Then

log, vy = log, x + log, y  (mody(m)).
Proor. We have the congruence sequence
P8 = gy = plogrploery = plogratlog,y (16 ).

The result now follows from part (ii) of Corollary 6.75. O

Keeping m and r as in the theorem, an induction argument gives the following
result:

6.81 Corollary. Suppose z1,%3,...,2; € Z;,. Then

t
log, 1m0+ -1y = Z log, x; (modgp(m)).
i=1

In particular, log, 2’ = tlog, x(mody(m)) for all x € Z,.

6.82 ExAMPLE. The number 3 is a primitive root mod 7. In the following
little table, under each entry n in the top row the entry in the bottom row
gives the residue of 3" modulo 7.

n___|

1
3" (mod 7) | 3

2 3 4 5 6
2 6 4 5 1
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Upon interchanging the two rows of the table (setting  equal to the residue of
3", so that n = logy x) and then rearranging the columns so that the elements
in the top row are in ascending order, we get

x |1
log3x|6

2 3 4 5 6
21 4 5 3

Now let’s compute the residue mod 7 of the product 3 -5 - 6% directly from
Corollary 6.81 without actually doing the multiplication. The strategy is to
use this latter table to get the logs of the factors, add those logs, then reduce
the sum mod 6 (because 6 = ¢(7)) to get the log of the product, by the
preceding corollary. Finally, consult the table again to see what number in 77
has that log. We have

log;(3-5-6") =1logy 3+ logy 5+ Tlogs6 =14+ 5+ 21 =27 =3 (mod 6),

and this gives us that 3-5-6" = 6 (mod 7), since 6 is the solution to the
equation logs z = 3.

This computation could have been shortened even further had we noticed
that Euler’s theorem gives us 6° = 1 (mod 7), hence 67 = 6 (mod 7), and
preceding from there. In other words, Euler’s theorem allows us to reduce all
exponents by ¢(m) when computing products modulo m of elements in Z,.

It’s perfectly natural and healthy to now ask “For what values of m do primi-
tive roots mod m exist?” The following theorem provides the answer, but we
leave the proof for a number theory course.

6.83 Theorem. Suppose m > 2. Then primitive roots mod m exist if and
only if m is 2 or 4 or of the form p® or 2p® for some odd prime p and some
a > 1. In particular, primitive roots mod p exist for every prime number p.

Now let’s use the primitive root concept to have another look at the riffle
shuffle from Chapter 5, but we will broaden the discussion and imagine per-
forming the shuffle on any deck with an even number of cards, say with 2n
cards. Here is the picture:
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Before During After
] —FF — n+1

5 — \ _
. 1/ n+1 _—n42
n—— 2/\n+2 —
n+1 3/ . n+3
Qn% n/ 2n _——n

For cards initially in the top half of the deck, o takes the card initially in
position i to position 2i. As for the bottom half of the deck, o carries the card
initially in position n+ 1 to position 1 = 2(n+1) — (2n+ 1), and then o takes
each subsequent card to two positions beyond where its predecessor went. In
permutation notation we have

_ 1 2 ... n n+1 n+2 ... 2n—1 2n
=\2 4 ... on 1 3 ... 2m—-3 2n—1)"

while in standard function notation

(i) 2t if 1<i:<n
o(1) =
2i—(2n+1) if n+1<i<2n

Notice that o(i) = 2i (mod 2n + 1) for all values of i.
Now perform the riffle shuffle £ times, obtaining

o¥(i) = 2% (mod 2n+1) for 1<i<2n.

Recall that ord ¢ is the smallest £ > 1 such that k applications of ¢ returns
all the cards to their initial positions. In particular, since the top card must
return to the top of the deck, we must have 2 = 1 (mod 2n + 1). But then
o®(i) = i (mod 2n + 1) for all i, and so in fact o*(i) = i for all i. [The
reasoning: If a = b (mod m) and 0 < a — b < m, then in fact a = b.] Thus
ord o = ordy,112. But

ordg, 112 < p(2n+1) < 2n.

Therefore, when repeatedly performing a riffle shuffle on a deck of 2n cards,
the deck will return to its original order after at most 2n shuffles, and the
required number of shuffles is a divisor of ¢(2n + 1).

6.84 ExAMPLE. In Section 5.6 we used the theory of permutations to de-
termine the order of the riffle shuffle o for a deck of 52 cards. Namely, we
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showed that ord o = 52 by observing that o is a 52-cycle. (The tedious de-
tails were were omitted.) Now let’s reconsider this issue from our current
number-theoretic perspective. We have 2n = 52, so ord ¢ = ords32; and from
Proposition 6.74 we know that ordss2 | 52. That is,

ord o = ords32 € {1, 2,4, 13,26, 52}.
Using successive squaring, modulo 53 we have

2l=2 22=4, 21=16, 2°=16°=44, 2183 =2%.2'.2=30, and
226 = 30% = 52.

Therefore we have eliminated the possibility that ord o < 52, and this gives
ord o = 52, the desired result.

The reader can easily check that the riffle shuffle on a deck of two cards
has order 2 , and on a deck of four cards has order 4. But on a deck of six
cards, the permutation factorization

(1 2
“‘(24
and the observation that ord; 2 = 3 each tell us (but in very different ways!)
that ord o = 3. The following questions now arise: For which values of n does
the riffle shuffle 0 on a deck of 2n cards have order 2n, and are there infinitely
many such n? We have seen that ord o = ordsy, 1 2. Now if ordy,112 = 2n
then p(2n+1) = 2n; that is, every positive integer less than 2n+1 is relatively
prime to 2n+ 1. Therefore 2n 4+ 1 must be a prime, and 2 must be a primitive
root mod 2n + 1. Conversely, if 2n + 1 is prime and 2 is a primitive root mod
2n+1, then ord 0 = ordy, 1 2 = 2n. In summary: The riffle shuffle on a deck
of 2n cards has order 2n if and only if 2n + 1 is prime and 2 is a primitive
root mod 2n + 1.

This leads to the following unsolved problem in number theory: Is 2 a
primitive root for infinitely many primes p? It is known that primitive roots
exist for every prime p (this is proved in standard undergraduate number
theory courses), but no one has shown that there is an integer r that is a
primitive root for infinitely many primes. The belief that such an r exists is

part of what is called the Artin conjecture, because it was formulated by
the distinguished mathematician Emil Artin in 1927.

gf;):u 2 43 6 5)

Exercises

1. Find the smallest primitive root mod 23.
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Suppose p is prime, r is a primitive root mod p, and n is a positive integer.
Student Jones declares “obviously log,r™ = n.” Is Jones correct? If so,
explain; if not, modify the statement appropriately and justify your ver-
sion. (Note: In the latter case it is not enough to just eliminate the word
“obviously.”)

Suppose ord,,a = x and ord,,b = y, and suppose further that (z,y) = 1.
Show that ord,,ab = zy (mod ¢(m)). Then give an example showing that
the hypothesis (x,y) = 1 is necessary.

Let p be an odd prime number and let a € Z;. Suppose the congruence

22 = a (mod p) is solvable. Show that a cannot be a primitive root mod p.

The number 257 is prime, so from Theorem 6.83 we know that primitive
roots mod 257 exist. What percent of the elements of Zj., are primitive
roots mod 2577 (Equivalently, if the elements of Z3;, are tossed into a hat,
and—blindfolded—you pick one of them, how likely is it that you will pick
a primitive root mod 2577)

. Assume p is an odd prime, suppose r; and 7y are primitive roots mod p,

and let a € Z5. Show that log, a =log,,a (mod 2).

Suppose r; and ry are primitive roots mod m, and let a € Z;,. Obtain a
congruence modulo ¢(m) relating log, a to log, a.

Given a € Z;, define a mapping o, : Zy — Z by taking o,(x) to be the
residue of ax modulo p.

(a) Show that o, is a permutation of Zj.

(b) Show that in the decomposition of ¢, into a product of disjoint cycles
all the cycles have the same length.

(¢) Determine the order of the permutation o3 when it acts on Zj,.

(a) Without actually finding the primitive roots mod 18, determine how
many there are.

(b) Now find the primitive roots mod 18.

Find a solution to the congruence 3z =5 (mod 7). Do not just plug in

values for z until you find something that works. Instead use Proposition
6.80 and its corollary along with the ideas and table of discrete logs in
Example 6.82.

In the early 1960’s the mathematician Edward Thorp developed a system
for improving a gambler’s odds in winning at blackjack. In response the
casinos introduced a number of strategies for making Thorp’s method less
effective, such as combining two 52-card decks into one deck. We have seen
that the riffle shuffle of a deck of 52 cards has order 52. What is the order
of the riffle shuffle of a deck of 104 cards?
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6.9 Perfect Numbers, Mersenne Primes, Arithmetic
Functions

An arithmetic function is a function with domain N. Euler’s o-function is
an especially notable arithmetic function that we have already considered. In
this section we will introduce a few other interesting arithmetic functions and
explore some of their properties, interactions, and mysteries.

First some notation and terminology. If f is an arithmetic function and n
is a positive integer, we will write Z f(d) for the sum of the values of f on

dln

the positive divisors of n. (So we won’t bother inserting “d > 0” below the
summation sign.) For example,

D Fd) = F(1) + £(2) + £(5) + £(10).

d|10

Every arithmetic function that we will define will have the following useful
property: f(mn) = f(m)f(n) whenever (m,n) = 1. Such a function is said
to be multiplicative provided that f(n) # 0 for at least one n € N. For
example, we saw in Theorem 6.59 that ¢ is a multiplicative function.

6.85 Theorem. Suppose f is a multiplicative function. Then

() £(1) =1, T T
(ii) If n has standard factorization n = Hp?i, then f(n) = H f(ps).
i=1

i=1
Proor. (i) Thereis an n € N such that f(n) # 0. Therefore

f(n) = f(1-n) = f(1)f(n),

from which it follows that f(1) = 1.
(ii) This part follows from the definition of “multiplicative” via induction
onr. [

6.86 Corollary. A multiplicative function is completely determined by its
value on prime powers.

6.87 Definition. For n € N, define o(n) to be the sum of the positive

divisors of n. Thus
o(n) =Y d.
dln
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6.88 ExaAMPLEs. o(l) =1, 0o(6) =1+2+3+6=12; and if p is prime
then o(p) =p+1land o(p®) =1+p+...+p for all a € N.

6.89 Theorem. ¢ is multiplicative.

ProoF. Suppose (m,n) = 1, and we must show that o(mn) = o(m)o(n).
The result is clear if m = 1 orn = 1, so we may assume that there are standard
factorizations m = [[;_, p{" and n = H] 1 qJ , with the p’s and ¢’s distinct
primes. Now if d | mn, then

2 vr A1 A
d_pl ...prrql ...qSS
N 7 g

Vv Vv

dy da

with v; < a; and \; < f; for all ¢ and j; so dy | m and dy | n. This yields

=Y d=> didy= (Y di | [D | =0(m)a(n). O

dlmn dl\m dilm dz|n
d

6.90 Corollary. If n:Hp?i, then o(n) = le—

i=1 i=1

T

ProoF. Because o is multiplicative we have o H p%') H o(p;*). There-

i=1
fore it remains only to obtain a formula for o(p®) if p is prlme and a > 1. But

recall that if x is any real number then (z — 1)(1 4+ 2 + ...+ 2%) = 27! — 1.
(Check this by induction on «.) So in the present situation we have

a+1
o o p —1
op*)=14+p+...+p :—p—l ,

and this completes the proof. [

Some of the most intriguing topics in number theory relate to the mysterious
interaction between multiplication and addition. For example, the Goldbach
Conjecture—that every even integer > 4 can be expressed in the form p + ¢,
with p and ¢ primes—is such a topic, since “prime” is a multiplicative concept.
With the help of the function o, let’s now explore another member of this
genre.
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Observe the following equations:

6=2-3=1+2+3
28=22.7=14244+7+14
406 =2%.31=14+24+4+8+ 16+ 31+ 62+ 124 + 248

In each case the number on the left is the sum of its proper divisors. Numbers
with this unusual property are said to be perfect. In symbols:

6.91 Definition. An integer n > 1 is perfect if n = Zd. Equivalently,

dln
d<n

o(n) = 2n.

6.92 Remark. If a positive integer n has a factorization n = d - e, then

clearly e = and % varies through the divisors of n when d does. (As d

Ea
. n .
grows from 1 to n, the quotient vl shrinks from n down to 1. Thus

n is perfect <:>2n:Zd:Zg:nZ%

dln dln dln

<:>2:Zé
dln

For example, 28 is perfect, and accordingly

9_1 1 1 1 1 1
= +§+Z+?+ﬂ+2—8.

We have proved (three times!) that there are infinitely many prime num-
bers, and it is natural to now ask whether there are infinitely many perfect
numbers. Let’s note that the first perfect numbers are sparsely distributed:
after 6, 28, and 496, the next three are 8128, 33550336, and 8589869056. No-
tice that 6, 28, and 496 are all of the form 2P~1(2P — 1), with both p and 2P — 1
prime; and in fact this pattern continues for the subsequent even perfect num-
bers. For example,

8128 =20-127=2°. (27— 1) and 33550336 = 2'%-8191 =22 . (2" — 1),

and both 127 and 8191 are primes. A prime of the form 2P — 1 with p prime
is denoted M,, and called a Mersenne prime, after the French monk Marin
Mersenne (1588-1648). [Perhaps this awakens in you a faint but nevertheless
pleasing memory of Fermat primes, discussed earlier. In both cases the primes
differ by 1 from a 2-power.]
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Note that numbers of the form 27 — 1, with p prime, are not necessarily
prime. For example 2!'' — 1 is not prime. (Can you factor it?) On the other
hand:

6.93 Exercise. Show that if n is positive and composite then 2™ — 1 is not
prime.

The following theorem tells us that every even perfect number is of the form
we have been discussing. The theorem is particularly notable for the massive
time span over which the proof was developed. Euclid (ca. 323-283 BC)
proved that the numbers of the stated form are perfect, while Euler (1707-
1783) proved the converse roughly two thousand years later. Think about it:
a lot can happen in two thousand years!

6.94 Theorem. A positive even integer n is perfect if and only if there is
a factorization n = 2P~1(2P — 1), with p prime and 2P — 1 a Mersenne prime.

Proo¥r. If n = 2P71(2P — 1), with 27 — 1 a Mersenne prime, then n is
even, and because ¢ is multiplicative we have o(n) = o(2P~1)o (2P — 1). But
o(2F" ) =1+2+...+2°71 =27 — 1 while 6(2° — 1) = 2P because 27 — 1
is prime. Therefore o(n) = (2” — 1) - 2 = 2n, and hence n is perfect. [This
ends Euclid’s contribution to the proof. Now we leap two thousand years to
consider Euler’s proof of the converse.]

Conversely, suppose n is an even perfect number; say n = 2¥m with k& > 1
and m odd. We want to show that n has the form specified in the theorem’s
statement. We know that o(n) = 2n = 2¥lm  since n is perfect. On the
other hand, because ¢ is multiplicative we have

o(n) = o(2%e(m) = (2" — 1)o(m).

Therefore 2" 1m = (2871 — 1)a(m). Because 281 and 2¥*! — 1 are relatively
prime, it follows from the preceding equation that 2¥*% | o(m); let’s write
o(m) = 28 e, giving

2k+1m — (2k+1 o 1)2k+1c,

and canceling 2¥*1 from both sides of this equation yields m = (281 — 1)c.
Since n = 2¥m, the proof will be finished if we can show that ¢ = 1 and that
21 1 is a Mersenne prime.

To achieve this, let’s start by supposing that ¢ > 1 and look for a contra-
diction. This assumption gives m > ¢ > 1, and therefore

om)>1+c+m=1+c+ (2" —1)c=1+2F"
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contradicting the fact that o(m) = 2¥c. Thus it must be true that ¢ = 1 as
claimed. Therefore m = 281 — 1 and o(m) = 27! = m + 1. In other words,
m’s only positive divisors are 1 and m, and therefore m is prime. In fact, in
view of the exercise preceding the theorem, m is a Mersenne prime.  [J

It follows from the preceding theorem that the search for even perfect numbers
is equivalent to the search for Mersenne primes, in the same sense that there
are infinitely many even perfect numbers if and only if there are infinitely
many Mersenne primes. As of the year 2011 only forty-seven examples of even
perfect numbers have been discovered; moreover, no odd perfect numbers are
known, and in fact no one knows whether any exist. (There was no redundancy
in the preceding sentence. In mathematics as well as astronomy there are times
when something can been shown to exist without an explicit example being
known.) At present the largest known prime number is the Mersenne prime
Mys119600 = 243112699 _ 1. As for odd perfect numbers, it has been shown that
if any exist they are bigger than 103%.

As our final arithmetic function—except for those you will encounter in
the exercises—we will now consider the Mobius function p, named for its
originator August M&bius (1790-1868), the same mathematician who created
the Mdbius strip. (Look it up. It’s not a dance.)

6.95 Definition. The Mobius function is the arithmetic function
p:N—{0,1,-1}
given by

lifn=1
pu(n) =< (=1)" if n=p;---p,, aproduct of r distinct primes
0 otherwise.

Thus p(n) = 0 whenever n is divisible by the square of a prime; that is,
whenever n is not square-free.

6.96 Lemma. Suppose n € N. Then
lifn=1
d) =
RS A

ProoFr. The result is trivial if n = 1; and if n = p, a prime, then

> p(d) = p(1) + u(p) = 0.

dlp
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Now assume more generally that n has standard factorization p{* ---p&r,
with » > 1 and a; > 1 for all 4. If a divisor d of n divides p; ---p,, then
pu(d) = £1; but p(d) = 0 for all other divisors d of n, since those values of
d are divisible by the square of at least one prime. (That is, they are not
square-free.). Notice that the divisors of p; - - - p, are all of the form pj' - - - ptr,

with ¢; € {0, 1} for all i. And there are (Z) of these divisors in which exactly

r
k of the exponents ¢; are equal to 1. Equivalently, there are I divisors of
p1 - - - pr having exactly k prime factors, and for each such divisor d we have

1if k is even
d) = (-1)F =
ud) = (=1) {—1 if & is odd.

We therefore have

S = 3wt =3 ()1t = -1,

dln dlp1--pr

where the last “=" follows from the binomial theorem, and this proves the
lemma. [

The following theorem uses the Mobius function as a tool to turn certain
functions “inside out.” That is, given an arithmetic function g defined from
an arithmetic function f via a “sum over divisors,” the theorem tells us how
to express f in terms of g by such a sum. The key to the proof is the following
extension of the distributive law, though the notation in the proof is rather

different: Given sets of numbers {ay, ..., a,} and {by,...,b,}, then
S (3on) = 3 a2 (30
i=1 j=1 1<i<m j=1 i=1
1<j<n

6.97 Theorem. (Mobius Inversion Formula) Let f be an arithmetic
function, and suppose g(n) = Z f(d) for all n € N. Then
d|

fn) =Y uld)g (%) :
dln

Proor. We will begin with the sum on the right in the equation to be
proved and go through a sequence of modifications, using the definition of ¢
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at the very beginning. We have

> uldyg (%) =32 (@) Y F@) ) = D udf(e)
dln d|

dln cl g oz
=S uld)fe) =3 [ &) ula)
cd=n c|n dl%

By the lemma we know Z p(d) = 0 unless ¢ = n. So in the rightmost sum
e

in the preceding sequence of expressions, only the term with ¢ = n is nonzero.

More explicitly,

Oife<n

7S ud) = {f(n) if ¢ =1
a2

This observation proves the theorem. [

Earlier in this chapter we used the inclusion-exclusion principle—a result
from combinatorics—to develop a formula for Euler’s ¢-function and to prove
that the function is multiplicative. We will conclude this chapter by using
the Mobius inversion formula to achieve these results in a completely different
way.

Suppose n is a positive integer, and consider the set of n distinct rational

1 2 n—1n . .
numbers {—, T , —}. If we put these fractions in lowest terms, then
n'n n 'n

a typical element will have the form g, with d a divisor of n and (z,d) = 1.

Here for each d | n our list of n distinct reduced fractions will include (d)
elements of the form L with denominator d. To illustrate, suppose n = 10.
Then our associated list of fractions initially is
{12345678910}
10°10710710°10° 107107 10" 10" 10J~
reducing to

{1132137491}

After reordering these elements so that for each divisor d | 10 the ¢(d) reduced
fractions with d as denominator appear together, this becomes

{1112341 3 79}
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This listing is in accord with the equation
p(1) +¢(2) +¢(5) + ¢(10) =1 + 1 + 4+ 4 = 10.

In summary, we have proved the following result:

6.98 Lemma. Ifn €N, then ng(d) =
dln

Now we can rederive our formula for ¢(n).

6.99 Theorem. (i) If n has standard factorization pJ* - - p2r, then

-i(o-2)

ProoF. Define g(n) = n for all n € N. Then the lemma tells us that

= Z ©(d), so the Mdbius inversion formula yields
dln

(ii) ¢ is multiplicative.

= ;Md)g (Z) =D n@ds = 3 ud)=.

dln dlp1--pr

Here the “=" on the right is due to the fact that p(d) = 0 for any divisor d
that is not a divisor of p; - - - p,,, since such a d would not be square-free. Now

u(l)% = n; while if d | p1---p, and d # 1 then d is a product of the form
piy - pi, with 1 <t <randp;, <...<p;,and then p(d) = (—1)". Therefore

O S D D

d|p1--pr 11 <t2 11 <i2<1i3 PirPisPis

:n( Z +Zp“pm > #—F)

11 <12 11 <i2<i3 pllplzplg
a 1
=n 1——
()

This proves statement (i), and (ii) is an immediate consequence. [

There is an interesting way to create new arithmetic functions from given
ones:
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6.100 Definition. If f and g are arithmetic functions, define

(f*g)n) =3 f(d) (—> for all n € N.

dln

The function f * g is the Dirichlet convolution of f and g.

For example,

(05000 = S od)e (§) = o060 +02p(3) 0o +0(6)e(1) = 21,

dl6

6.101 Theorem. If f and g are multiplicative functions, then f x g is mul-
tiplicative.

ProoF. Assume (a,b) = 1. We must show that

(f*xg)(ab) = (f*g)(a)- (f*g)).

As we did in proving that o is multiplicative, we will use the observation
that when (a,b) = 1 the divisors of ab are the numbers of the form d = d;d,
with d; | @ and dy | b. We have

(f *g)(ab) = f(d) () > fldids)g ( g)

djab difa
dalb
" b
- Z Id) (dg (5 ) 9 (3> ’
dal|b

because f and ¢ are multiplicative. And the sum on the right is equal to the
product

> fdng (5 ) || X fdg ( ) ,

dila da|b

which in turn is equal to (f xg)(a) - (f * ¢)(b), as desired. [

We will explore some further properties of the convolution operation in
the exercises, and especially the fact that convolution can be used to express
interesting relations among arithmetic functions that at first glance may seem
to be quite different.
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Exercises

Throughout these exercises, all numbers should be understood to be
positive integers, unless otherwise indicated. Starting with Exercise
5, certain arithmetic functions will be defined that may also appear
in later exercises.

1. Suppose the arithmetic function f is known to be multiplicative, and for
every prime number p suppose f(p) = —1 and f(p®) = 0 if « > 2. Have
we already seen this function? Explain briefly.

2. Let o be the “sum of divisors” function defined in this section, and let
P1, P2, P3, - - - be an infinite sequence of distinct prime numbers (not neces-
sarily in increasing order). Show that

e ()

=1

3. Compute o(720).
4. Show that if @ and n are integers greater than 1, and p = a™ — 1 is prime,
then in fact p is a Mersenne prime.

5. Define an arithmetic function 7 by setting 7(n) equal to the number of
positive divisors of n. (For example, 7(10) = 4, because the divisors of 10
are 1,2, 5 and 10.)

(a) Show that 7 is multiplicative. (Hint: Consult the proof of Theorem
6.89.)
(b) Show that 7(n) < o(n) for all n > 2.

(c) Obtain a formula for 7(p®) for any prime p and o > 0, and deduce a
formula for 7(n), where n is any positive integer.

6. Observe that 2!3 = 8192 = 8191 + 1, and 8191 is prime. Use this data to
compute an eight-digit perfect number.

7. Let f be an arithmetic function. Define I(n) = 1 for all n € N, and define
g=fx1.
(a) Rewrite g(n) as a sum over the divisors of n.

(b) Restate the Mdbius inversion formula as a statement that two functions
defined as convolutions involving f are equal.

(c) Show that [ %I = 7.
8. Define E(n) =n for all n € N.
(a) Show that o =1 x E.
(b) Restate Lemma 6.98 as a statement about convolution of functions.
(c) Prove that (E % E)(n) = nt(n) for all n € N.
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lifn=1
Am)y=4- "
Oifn>1
Show that pux I = A.

10. Evaluate (¢ *1)(189). (Note: The work will be simplified by using the fact
that the given function is multiplicative.)

9. Define

11. Obtain a formula for (u * p)(n) if n has standard factorization pi* - - - p&r.

6.10 Number Theory and Cryptography: A Brief Glimpse

Cryptography is the mathematical science dealing with the disguise (or “en-
cryption”) of messages in such a way that if a message is intercepted by an
unintended agent, that agent will be very unlikely to be able to make sense of
it in time to take advantage of it. The need for encryption might arise from
national security concerns, for the protection of corporate secrets, or for your
personal security as you enter your identification number at the ATM. As one
might imagine, over the millennia an extraordinary range of techniques has
been developed for the purpose of encryption—and for defeating those efforts.
The vast majority of these involve using numbers to represent the symbols
to be sent, and then scrambling those numbers in such a way that only the
intended recipient of the message will have the key to unscrambling them.

Until relatively recently most encryption systems had this in common:
someone knowing the details of how a message was encrypted could reverse
the process (or “decrypt”) and retrieve the actual message. Here is one exam-
ple, called affine encryption. Suppose we want to send messages using our
ordinary alphabet. Assign each letter an element of the set {0, 1,...25}; these
are our plaintext symbols. Now choose an element a € Zj; and an element
b e {0,1,...25}. Finally, to encrypt each plaintext symbol x, calculate ax + b
and reduce the result mod 26, obtaining the cyphertext symbol y. Now,
someone knowing that this system is being used and knowing the values of
a and b—the “keys” of the encryption system—that have been chosen can,
upon receiving the symbol y = ax + b (mod 26), recapture z by computing
r =a 'y —b) (mod 26). (Here a=' denotes the inverse of a in Zj; in the
sense of Remark 6.73 and the paragraph preceding that.)

The last third of the Twentieth Century brought with it the great wave of
electronic communication that continues today, and new methods of encryp-
tion became necessary, because now one individual could expect to receive
messages from a virtually unbounded number of sources—perhaps some un-
known to the receiver—and so it was no longer practical for an individual to
design a different cryptosystem for each potential communicator. In response
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to this need, the 1970s brought with it the launching of public key cryptog-
raphy, a family of cryptosystems based in number theory in which decryption
is not just a reversal of encryption but requires certain extra information, a
secret key unavailable to the sender. In fact, with the introduction of public
key cryptography, number theory—long viewed as the “purest of the pure”
mathematics—took on an important new role as a form of applied mathemat-
ics. We will consider two examples of public key cryptosystems.

In the RSA cryptosystem, developed in 1978, positive integers m and k to
be used for encryption are announced publicly; that is, the pair K = (m, k)
is the “public key” for the cryptosystem. Here m is enormous (more about
the selection of m later), and k is chosen relatively prime to ¢(m). The set
P ={0,1,...,m — 1} is used as plaintext and cyphertext sets. Encryption
is done by the function ex : P — P given by ex(z) = 2% (mod m); and
decryption then works via dx : P — P given by di(y) = y* (mod m), where
u is a solution to the congruence ku = 1 (mod p(m)); say ku = 1 + tp(m).
Let’s check that this does the job:

di (ex(v)) = (2F)" = 2™ = 270 = g (2°M) = 2 (mod m);

here the final congruence on the right comes from the fact that z¥(™ = 1
(mod m) by Euler’s Theorem.

Now this objection may arise: “Wait a second! If the key K = (m, k) for
encryption is public, what’s secret about the decryption function? All anyone
has to do is compute ¢(m) and then solve that little congruence ku = 1
(mod go(m)) to get the exponent u needed for decryption!” The answer to
this complaint has to do with the choice of m. Namely, m is taken to be the
product pg of two massive prime numbers p and ¢. (Imagine primes with a
hundred digits or more.) Were we to know that factorization, then we could
quickly compute p(m) = ¢(p)e(q) = (p — 1)(¢ — 1) and then proceed to find
u. But finding the factorization m = pq is a huge undertaking if p and ¢ are
sufficiently large; and without that, finding the exponent u is out of reach.

But now perhaps there is a secondary objection: “Well, to find u we don’t
really need to factor m, all we have to do is compute p(m), and maybe there’s
a smart person somewhere who has a method for computing ¢(m) without
factoring m.” This is worth checking. So suppose ¢(m) is known, while m’s
factorization is unknown. Since m = pq for some unknown p and ¢ we would
have

pm)=p-1@-1)=m—(p+q +1
Upon replacing q by m in the preceding equation and doing some arithmetic
p

we find that p must satisfy the quadratic equation p?+ (go(m) —m—l) p+m = 0.
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(Remember: here m and ¢(m) are known.) The trusty quadratic formula then
would give

m—go(m)+1:|:\/(m—g0(m)—|—1)2—4m
5 :

p:

Here one of the signs in “+” produces p and the other gives q. Thus we
could easily deduce the factorization m = pq if we could calculate p(m), just
as—conversely—knowing the factorization m = pq would immediately lead
to the value of ¢(m). For this reason the two computations are said to be
“computationally equivalent.” But the problem of factoring large numbers
has been studied extensively and appears to be extraordinarily difficult. So
we can feel confident that calculating ¢(m) without first factoring m is equally
inaccessible, and this leads to the security of the RSA system of encryption
provided that the primes in m’s factorization are sufficiently large.

6.102 ExaAMPLE. Imagine that we don’t know how to factor 35, yet by
some unknown method we have computed ¢(35) = 24. Then the quadratic
formula gives

35— 24+1+1/(35—24+1)° — 140
\/(2 ) =57

p:

A second public key cryptosystem is the El Gamal system, introduced
in 1985. Here there is again a public key: K = (p,r,3), where p is a large
prime, 7 is a primitive root mod p, and 8 is an element of Z;. There are
some complicating features that won’t be discussed here, but at its heart the
security of the El Gamal system relies on the fact that decryption requires
knowing the discrete logarithm log, 3, while encryption does not. [Recall that
log, 8 is the smallest positive integer x such that »* = (mod p).] By using
successive squaring, it is relatively easy to raise the primitive root r to any
desired power mod p. But if p is large and  is chosen appropriately, finding
log, B can be extremely difficult. This is the discrete logarithm problem.

If you want convincing that the discrete logarithm problem is difficult, try
the following exercise, and then imagine the level of difficulty if instead of
p = 37 as the modulus, p were a fifty-digit prime!

6.103 Exercise. The number 2 is a primitive root mod 37. Working in
ZLy;, find logy 12.



CHAPTER

COMPLEX NUMBERS

7.1 Complex Numbers

Every sane botanist studying water lilies understands that the portion of the
plant on top of the water tells only part of the story, while a thorough under-
standing requires looking below the surface as well, and more generally seeing
how the plant fits into the surrounding ecosystem. Similarly, to become a
cardiologist one goes to medical school, not to “heart” school, because the
heart functions not in isolation but as part of a larger system. Now let’s turn
to mathematics. As in botany and medicine, it can be fruitful to view a given
structure as part of a larger system of some kind; in other words, to “think
outside the box.” For instance, if we start with the set N of natural numbers,
our inability to solve equations like x 4+ 5 = 3 inside N may lead us to extend
N to Z; our inability to solve equations like 7z — 4 = 0 in Z demands the
extension of Z to Q; and the absence of a solution to 22 —2 = 0 in Q leads to
the larger system R of real numbers.

When we apply the quadratic formula in search of roots of the quadratic
polynomial 22 — 4x + 5, we find ourselves needing to take the square root of a
negative number, and of course no real number does the job. Since the graph
of this polynomial never touches the x-axis, the absence of roots in R should
come as no surprise to anyone who can graph y = 22 — 4z + 5. So the investi-
gator of quadratic polynomials may feel no need to give meaning to the square
root of a negative number. But when mathematicians in the Sixteenth Cen-
tury were struggling to find formulas analogous to the quadratic formula for
the roots of cubic polynomials like 2° — 5z — 4 (and polynomials of even higher
degree), they found themselves with formulas involving square roots of nega-
tive numbers—and they called such square roots imaginary numbers—that

L.J. Gerstein, Introduction to Mathematical Structures and Proofs, Undergraduate Texts in Mathematics, 349
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mysteriously could be manipulated to produce solutions that in some cases
were real numbers, at least for polynomials of degree < 4. Full clarification
of the situation didn’t come until the early Nineteenth Century, with the for-
mal development of the complex number system C—a mathematical structure
containing R and also containing the “imaginary” numbers—so that it was no
longer necessary to view complex numbers as convenient fictions that magi-
cally produced credible results. In this section we will consider the system C
of complex numbers from this fantasy-free perspective.

We begin our treatment of complex numbers by endowing the ordinary
xy-plane with an algebraic structure. We do this by defining two operations,
the second of which at first may seem somewhat bizarre. (The first operation
has an immediate geometric interpretation. Later on we will see a geometric
interpretation for the second operation as well.) Explicitly, we define addition
or sum of points in R x R by

(a,b) + (¢,d) = (a + ¢, b+ d);

that is, we add points by adding their respective coordinates. Some examples:

3, =17+ (-1,7) = (2,—17+m)
(a,0)+ (b,0) = (a+1b,0)
(Oa 0) + (CL, b) = (Cl, b) } for all a, beR.

If (a,b),(c,d), and (0,0) are all different, then they occupy three vertices
of a parallelogram whose fourth vertex is at (a,b) + (¢,d) = (a+c¢,b+d). (See
picture.)

(a+c,b+d)

(0,0)

Now define the product or multiplication operation on R x R by the rule
(a,b)(c,d) = (ac — bd, ad + bc).

For example,
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(1,2)(3,-4) = (11,2)
(470)(07_3) - (O,—l?)
(a,0)(b,0) = (ab,0)
(@O0)bc) = (ahae) FIrallabeek

This algebraic system—R x R together with the operations of addition
and multiplication just defined—is called the system of complex numbers,
denoted C.

In fact C is a field. (See the final part of Section 6.1 for the definition.)
It is a tedious but straightforward matter to verify that the operations of
addition and multiplication in C are commutative and associative, and that
the distributive law

<a7 b) (<C7 d) + (67 f)) - <a7 b)(C, d) + (CL, b)(67 f)

holds. For example, checking that the product operation is associative can be
done as follows. Let 21, 29, 23 € C; say, 21 = (a,b), 2o = (¢,d), and z3 = (e, f),
with a,b,c,d,e, f € R. Then

(2129)23 = (ac — bd, ad + be) (e, f)
= (ace — bde — adf — bef, acf — bdf + ade + bee),

and computation of z;(z323) gives the same result.
The additive identity of C is (0,0) and the multiplicative identity is (1,0).
The additive inverse of (a,b) is (—a, —b) and, if (a,b) # (0,0), the multiplica-

tive inverse of (a,b) is
a b
a?+0a?+0?)

Incidentally, when we represent the field of complex numbers as the xy-plane,
we call it the complex plane

It is our usual custom to view the real numbers as the points on a line,
with one point designated as 0, another as 1, and so on. On the other hand,
in analytic geometry we usually view R as embedded in the plane as the
horizontal axis. That is, we regard an ordered pair (r,0) as indistinguishable
from the real number r. (The jargon: we identify (r,0) and r.) We will adopt
this convention here. That is, a complex number of the form (r,0) with » € R
will now be written more simply as r. Once this is done we have the set
inclusion R € C. From now on we will refer to the horizontal axis in the
complex plane as the real axis, and the vertical axis is the imaginary axis.
Since the definition of product in C gives

(a,0)(b,c) = (ab,ac), for all a,b,c € R,
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when we equate the ordered pair (a,0) with the real number a, this becomes
a(b,c) = (ab,ac), for all a,b,c € R.
Now let ¢ = (0,1). Then, using the identification just described, we have
i* = (0,1)(0,1) = (—1,0) = —1.

Thus the complex number 7 = (0, 1) is a root of the polynomial z* + 1. Let’s
say it again: While the equation 22 + 1 = has no solution in R, it does have
a solution in the larger algebraic system C that we have created. Also notice
that if (a,b) € C, then

(7.1) (a,b) = (a,0)(1,0) + (b,0)(0,1) = a -+ bi.

Thus a + bi is just another name for the ordered pair (a,b). Moreover, it
follows from this that

at+bi=c+di < a=cand b=d.

Therefore every compler number z has a unique expression in the form z =
a + bi, with a,b € R. Here the real numbers a,b in a + bi are called the real
and imaginary parts of z, respectively; we write a = Re z and b = Im z.
Thus z € R if and only if Im z = 0. If 2 # 0 and Re z = 0, then z is said to
be a pure imaginary number. So when C is pictured as the usual xy-plane,
the pure imaginary numbers occupy the vertical axis (except for the origin),
where the real numbers constitute the horizontal axis. Incidentally, this usage
of the words “real” and “imaginary” has historical origins. The fact is, there is
nothing imaginary about complex numbers; they are just ordered pairs of real
numbers. It is their operations that give them their special properties. The
switch from the notation (a,b) to a+ bi allows us to carry out operations as if
we we were working with real numbers, with the exception that i = —1, and
the elimination of the forest of parentheses from our vision makes symbolic
expressions easier to manipulate.

It is fruitful to represent complex numbers in terms of polar coordinates,
as we will now describe. Define the absolute value of a complex number z,
denoted |z|, to be the distance of z from the origin. Thus if z = a + bi, with
a,b € R, then

2| = Va® + B,

and the line segment 0z drawn from the origin to z has length |z|.
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z = (a,b) = r(cosf + isinf)

O
//\

rsinf

7 cosf

Now if |z| = r > 0, it follows from trigonometry that
(7.2) z=(a,b) = (rcos@,rsinf) = r(cosf,sinb),

where 6 is the angle made by the line segment 0z with the positive real axis.
This expression for z can be rewritten in the form

(7.3) z =r(cosf +isinbh),

with 0 < r = |z|. This is called the polar form of z. An angle 6 for
which this equation holds is called an argument of z, denoted arg z. Angles
are measured in radians, and a positive 6 corresponds to a counterclockwise
rotation through an angle 6§ measured from the positive real axis. Note that if
arg z = 0 then 6 + 27n will also be an argument of z for every n € Z. (If one
wishes to associate a unique argument tor a given complex number, one can
restrict 6 to a particular interval, perhaps requiring that —7 < # < 7, and then
referring to 6 as the principal argument of z, though there isn’t unanimity
in the literature as to which interval to use for the principal argument.)

7.4 ExAMPLE. Write the complex numbers z =1+ V3iand w = —3 + 3i
in polar form.

SoLuTioN. We have |z| = /12 4+ (v/3)2 = 2. To find arg z, it is helpful to

consider this diagram:
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14 /3i

0 1

We have arg z = sin~'(v/3/2) = /3. Therefore
. T ...
z= (cosg +zsm§> :
Similarly, |w| = 1/(—3)2 + 32 = 3v/2, and from the diagram

-3+ 31
31

3v/2

-3 -2 -1 0

we deduce that
T 3
argw =T — — = —.
& 11

Therefore

w=3v2 (Cos3—7r +isin3—7r) :
4 4
Now consider two nonzero complex numbers in polar form, say
z =r(cosf +isinf) and z; = ry(cosf; + isinb).
Then
221 = rry[(cos @ cos 0y — sinfsin by ) + i(sin 6 cos 01 + cos O sin b, )]
= rry[cos(6 + 01) + isin(6 + 6,)],
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by the miracles of trigonometric identities. Therefore we have
(7.5) |zz1] = rr1 = |z||z1] and arg(zz1) = 0 + 0, = arg z + arg 2.

In words: to multiply two nonzero complex numbers we multiply their abso-
lute values and add their arguments. Thus, geometrically, multiplication of a
nonzero complex number w by the nonzero complex number z = r(cos 0+ sin 0)
has the effect of stretching the line segment Ow by a factor of r and rotating
that segment about the origin by the angle 6. (If |z| < 1 then we speak of
“contracting” instead of “stretching”.) Thus the use of polar form has led us

to a geometrical interpretation of multiplication in C.
If n is a nonnegative integer and z is a nonzero complex number, we define
the power 2" as for powers of real numbers: 2° =1, 2! =z, and 2" =2 - 2z--- 2
S —2

n

if n > 1. When z = r(cos + isin#), equation 7.5 yields
2* = r?(cos 260 + isin 26).
More generally, it follows by induction on n that
(7.6) (r(cosf +isind))" = r"(cosnf + isinnd)

for all integers n > 0. This equation is known as De Moivre’s formula.
The rules for adding, subtracting, and multiplying polynomials with coef-
ficients in R are no doubt familiar from precalculus courses, and similar rules
hold for polynomials with coefficients in C. We will collect some important
properties of polynomials here, but leave the proofs for later courses. If f(z)
is a polynomial and A is a root of f(x) then x — A is a divisor of f(z); that is,
there is a polynomial g(x) such that f(z) = (z — \)g(z). So, for example, a
quadratic polynomial (that is, a polynomial of degree 2) with coefficients
in R will be irreducible “over R”—that is, not a product of polynomials of
lower degree and with coefficients in R—if it has no roots in R. It is a non-
obvious fact that every polynomial with coefficients in C has a root in C. This
extraordinary fact is known as the Fundamental Theorem of Algebra.
Think about it: extending R to C merely by adjoining a root of the innocent
polynomial 22 + 1 leads to the system C in which every polynomial has a root!
The system of complex numbers is said to be algebraically closed because
the roots of polynomials with complex coefficients are all located inside C.
It follows from repeated application of the Fundamental Theorem of Algebra
that if f(x) is a polynomial of degree n with coefficients in C and leading
coefficient a, then there is a factorization f(z) = a(x — X\)--- (z — \,),where
A1, ... A, are the roots (not necessarily distinct) of f(x) in C. From now on
will use R[z] and Clz| for the collections of polynomials with coefficients in
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R and C, respectively. In both R[z] and C[z] there is a kind of unique fac-
torization property for polynomials, reminiscent of the unique factorization
of integers into primes. Namely, if f(z) = pi(z)---p.(z) = @1 (x)---¢s(2),
with the p;(x) and ¢;(x) irreducible, then r = s and, after rearranging the
terms (if necessary) there are constants ¢y, ..., ¢, such that p;(z) = ¢;q;(z) for
1 < ¢ < r. It follows from this unique factorization result that a polynomial
of degree n has at most n distinct roots.
Let n be a positive integer, and consider the complex number
2

2
(7.7) (n = cos Ty isin 2"
n n

(Note: ( is the Greek letter zeta.) Since |(,| = 1, ¢, lies on the unit circle,
2

and arg(, = <F. For each integer k satisfying 0 < k& < n — 1, De Moivre’s
formula gives

2rk 2rk
(7.8) ¢k = cos % 4 jsin |
n n
In the complex plane, these numbers lie on the unit circle, and they occupy
the vertices of a regular n-gon centered at the origin, with 1 = (2 at (1,0).
And now De Moivre gives

(¢F)™ = cos (ﬁ%) +isin (ﬁ%)

=1

Y

because cos2mk = 1 and sin27k = 0. Therefore the n complex numbers
1, (o, €2, ..., ¢ are distinet roots of the polynomial 2" — 1. Moreover, they
are the only roots of ™ — 1, since a polynomial of degree n has at most n
roots. The complex numbers 1,(,, (2, ..., (" ! are called the complex nth

roots of unity.

7.9 ExampPLE. The complex sixth roots of unity are 1, (s, (2, .. ., (5, where
(o :cos§+ising = 5—1—2’?,
& :cos%r—i-isin%r = —%—i—i\/?g,
(¢ =cosm+isinm = —1,
Cg :cos%r+isin4§ = —% —i\?,
¢ :cos%r—i-isin%r = % —i\/?g.
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Therefore, although the polynomial 2° — 1 has only the two roots 1 and —1
in R, it has six roots in C. The picture:

G =-1 =G =

G G

Now define a mapping from C to C, denoted z — Z and called complex
conjugation, by

a+ bl =a— bi.

For instance, 2+31=2 —_32',6 =0,i=—i,7T=m —3 —4i = —3 + 4i, and in
Example 7.9, (s = (¢ and (¢ = (2. The following properties are easily checked:
for all w, z € C,

(7.10) (b)

Geometrically, the complex conjugate Z is the “reflection” of z on the other
side of the real axis, as pictured.
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2+ 30

—1l—i==1+7i¢ )

wl
Il
w

'
—1—14 = —i

$213i=2-3i

We will conclude this section by using complex conjugation and the fact
that C is algebraically closed to obtain a fundamental property of polynomials
with coefficients in R. The theorem illustrates the observation made in the
opening paragraph of the chapter: to understand a given mathematical system
(in this case, the polynomials with coefficients in R) it can be fruitful to
recognize it as part of a larger system (in this case, the polynomials with
coefficients in C).

7.11 Theorem. If f(x) € R[x] has degree n > 2, then f(x) is a product of
polynomials in R[z] of degree at most 2. A quadratic factor that is irreducible
in R[z| will occur in this product if and only if f(x) has a nonreal root.

ProoF. Let f(z) = a,2"+a,_12" '+ -+ag, with a; € R for each i. Upon
factoring a,, out of all the coefficients, we can write f(z) = a,h(x), where h(z)
is a polynomial of degree n and leading coefficient 1. Moreover, the roots of
f(x) and h(zx) are the same. By the preceding discussion, application of the
Fundamental Theorem of Algebra leads to a factorization

(*) fx) =an(x— X)) (x = \y),

where A, ..., A, are the roots of f(x) in C. Suppose one of the roots, call it
B, is not in R. We have

0= f(ﬂ) = anﬂn + an—lﬂn_l + - alﬁ—{_ g,
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and application of complex conjugation to both sides yields

—n n—1
0=0a,8"+an_ 1" 1+ - +aB+ag=0,8 +ap_18 +---+a
—-n —n—1 —
=apf +anaf A4 a0 = f(B).

Therefore {3 is also a root of f(x). Thus the nonreal roots of f(z) come in
pairs of the form {f, 5}; so we can rewrite (*) in the form

f@)=an(e—on) (v —ap)(@ = Bi) (@ = Br) - (2 = B) (& = By),

where o, . . ., o, are the real roots of f(z) and £, B1,. . ., B, B; are the nonreal
roots.
Now let 5 = a+ bi be one of the nonreal roots, with a,b € R. Observe that

(z = B) (@ —B) = [z — (a+bi)][z — (a— bi)
= 2 — 2ax + (a* —i—bQ)JG R[x].

p(z)

The quadratic polynomial p(z) is irreducible in R[x] because it has no real
roots (Check this by the quadratic formula.). This completes the proof of the
theorem’s first statement, and it also proves the “if” part of the theorem’s
second statement.

Conversely, if f(z) has a quadratic factor ¢(z) € Rz] that is irreducible in
R[z], then ¢ cannot have a real root, since that would lead to a factor of the
form x — A with A € R; but the quadratic formula provides a complex root,
which is also a root of f(z). O

7.12 EXAMPLES.

(a) Consider the polynomial f(x) = z* + 23 + 2* — 3z € R[z]. Clearly 0 is a
root and z is a divisor of f(z), so f(z) = z(2® + 2* + x — 3). Next, 1 is
a root of 3 + 22 + 2 — 3, making x — 1 a divisor. The division algorithm
gives the explicit factorization

? 4+ —3=(vr—1)(z*+ 27+ 3).

Finally, the quadratic polynomial 22 4 2x + 3 is irreducible over R because
its roots are not real: the quadratic formula gives them as —1 + /2i and
—1 —+/2i. Thus f(z) has the prime factorization

f(x) = 2z — 1)(a* + 22 + 3)
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in R[z|, and in C[z] we have the more complete factorization

(z — 1)(33 (14 \/52')) (az (-1 \/52'))
2(z —1)(z+ 1 - V2)(x + 1+ V2i).

f

(b) Let f(z) = 2* + 52* — 36. High school algebra provides the factorization
fl)=@"—4)(@*+9) = (z - 2)(z +2)(2* +9).

The polynomial 22 + 9 is irreducible in R[z], but its complex roots are 3i
and —3i. Therefore in C[x] we have

f(z) = (x — 2)(x + 2)(z — 3i)(z + 3i).

Exercises

1. Write each of the following complex numbers in the form a + bi, with
a,b e R.

(a) (3 + 2i)?

(b) 4857
(C) 1'1—903‘
01

14 vEY
(€) 5 (T)

(f) (1+4)* (One can use the binomial theorem with n = 20, but there is
a much simpler way.)

2+ 5i
() =

247 3—i
h
()m—4+1+¢

2. Prove the distributive law w(y + 2) = wy + wz, for w,y € C.

3. Use the definition of multiplication in C to prove that if w,z € C, then
wz = 0 if and only if w =0 or 2 = 0.

4. Suppose z = % and arg z = 7/4. Write z in the form a + bi, with a,b € R.
(Do not use a calculator.)

5. Suppose arg z = /4, and |z| = .9. Draw a curve (frechand) on which
all the numbers 2" are located, for n € Z and 1 < n < 24, and mark the
points corresponding to those numbers. (A calculator will help.)

6. Repeat the preceding exercise, but with |z| = 1.1.
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7. List all the 18th roots of unity that satisfy 0 < argz < 7/2.
8. Determine the polar form of each of the following complex numbers. In

10.

11.

12.

13.

14.

15.

each case choose argz to satisfy the inequality —m < argz < 7. (This
choice for arg z is called the principal value of arg z, usually denoted Arg
z.) Draw a picture showing the location of each number in the complex
plane.
(a) —1
(b) 1—1

V3

1 :
(@) =5+ 5

(d) —v6+ V2i

Define the distance between complex numbers z and w to be the number

|z — w|.

(a) Show that this value is equal to the usual distance between z and w
viewed as points in the xy-plane.

(b) Find all the complex numbers whose distance from 7 is 5 and whose
distance from 1 — i is 4. (There are exactly two such numbers.)

Draw pictures of the following sets of complex numbers.

(a) {z |1< 2| <2and 37 <argz <7}

(b) {z |]z—1]<land|z—1—1] <1}

What complex number is located at the midpoint of the line segment con-
necting 2 — 3i to 1 + 5¢7 Draw a picture as a check on your answer.

Show that 1/Z = 1/z for all z € C — {0}.

(a) Suppose that a and 3 are both roots of the polynomial 2® — 16 in C.
Show that «/f is a root of unity.

(b) Draw a picture showing all the roots of 2% — 16 in the complex plane.

Let z be a complex number.

(a) Verify that z + Z and 2% are real numbers.

(b) Express Re z, Im z, and |2]? in terms of z and Z, using only addition,
subtraction, multiplication, and division.

(c) Compute the real number

(z+72)?%+ (L2 —2)°

, for z #0.

Do one of the following.

(a) Give an example of a polynomial f € Clz] of degree 3 having a complex
root z for which the conjugate z is not a root of f.

(b) Explain why there are no examples of the kind described in (a).
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16. Use Theorem 7.11 to show that every polynomial of odd degree in R[z]
has a real root. (Another proof can be given using the intermediate value
theorem from differential calculus, but that is not our approach here.)

17. In each of the following cases, write the given polynomial as a product of
irreducible polynomials in R[z]. Then go on to factor the polynomial into
linear factors (factors of degree 1) in Clz].

(a) 25—1; (b) 2*+222-35; (c) 2°—z*+2?—1; (d) z*—223—8zx+16.

7.2 The Gaussian Integers

In Chapter 6 we explored number theory, a subject whose foundation is in the
study of the integers, a very special subset of the real numbers. Now that we
have expanded R to the complex numbers, it is only natural to consider the
analog of Z in the complex plane, namely the set of all points with integer
coordinates. This leads to the following definition.

7.13 Definition. The Gaussian integers is the subset
Zli) ={a+bi|abeZ}

of the complex numbers.

The sum, difference, and product of two Gaussian integers are also Gaussian

integers, and this makes Z[i] into a ring, in fact the smallest ring inside C that

contains both Z and i. But Z[i] is not a field, since nonzero elements of Z[i]

need not have multiplicative inverses in Z[i]. For example, while 1 + i € Z[i],
1 1 1—2 1 1

iy 1o 2 ot #Zl

Notice that if & = a+bi is in Z[i] then so is the conjugate @ = a — bi, hence so
is the product a@ = a® + b* = |a|?. For any complex number «, the product
aa is called the norm of «, denoted N(«).

We are going to explore factorization theory in Z[i], and in so doing we will
find ourselves naturally drawn to investigate some important issues inside Z.

The norm of a complex number is a measure of size, just as absolute value is,
but the norm of a Gaussian integer has the advantage of being a nonnegative
integer, not just a nonnegative real number. Therefore any circle centered
at the origin contains only finitely many Gaussian integers, because for every
r > ( there are only finitely many pairs of integers (a, b) such that a® +* < r.
Moreover,

N@)=0<=a=0 and N(aB) = N(a)N(p)
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for all o, 8 € Z]i].

The elements of any ring R that have multiplicative inverses in R are said
to be units of R. For instance every nonzero element of R or C is a unit,
while the only units of Z are 1 and —1. Let’s determine the units of Z][i].

If v is a unit of Z[i] then aa™! =1, and so

1=N(1) = N(aa™) = N(a)N(a™).

But N(«a) and N(a™!) are positive integers, so in fact we must have N(a) = 1.
Therefore we must have o € {1, —1,7, —i}. Conversely, it is easy to check that
every element of {1, —1,i, —i} is a unit of Z[i], and hence this four-element set
is precisely the set of units of Z[i|, the Gaussian units, or G-units for short.
Said another way: the G-units are the elements € € Z[i] satisfying N(e) = 1.

In our investigation of number theory in Chapter 6, we saw that the Funda-
mental Theorem of Arithmetic, giving the unique factorization of integers > 1
into primes, was of major importance; so now, given the analogy of Z[i] with
Z, let’s explore factorization of nonzero nonunits in Z[i]. As in Z we will write
a | B (pronounced « divides f3) if = a~y for some v € Z[i]. For example,
if @ # 0 then o | N(«). In Z there are some truly boring factorizations: if
n#0thenn=1-n=—1-—n, and we call these the trivial factorizations.
By the same token, if € is a G-unit we will call a factorization a = ¢- (¢ 7'a) a
trivial factorization in Z[i]. So a nontrivial factorization of an element
« # 0 in Z[i] is a factorization of the form « = 7 in which both £ and ~ are
nonunits. If this is the case, then N(a) = N(B)N(v), and so

1< N(B),N(y) <N(a) and  N(B)[N(a) and N(y)|N(a).

Thus a nontrivial factorization in Z[i] leads to a nontrivial factorization of
positive integers in Z, namely of the associated norms. Since any descending
sequence of positive integers is finite, we cannot continue nontrivial factoring
forever (i.e., factoring 3, then factoring the factors of 3, etc., and similarly for
7), it follows that every nonzero nonunit o € Z[i] has a factorization of the
form

=TT,

in which the m; are nonunits and have no nontrivial factorization in Z[i]. We
will call such elements m; Gaussian primes or G-primes. As we recall the
glories of the Fundamental Theorem of Arithmetic, we now find ourselves
compelled to ask whether such a factorization into G-primes is essentially
unique. After some effort we will see that it is, but then there will remain
the question of how to recognize the G-primes. Given a nonzero nonunit
« € Z[i], it is at least theoretically possible to investigate for each nonunit /3
with N () | N(«) whether § | v, and declare that « is a G-prime if this never
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happens, but this is hardly an appealing prospect, especially when N(«) is
large. Incidentally, perhaps a first step in the search for G-primes is to ask
whether a prime number p € Z must also be a G-prime. But we get an
immediate negative answer to this by noticing the nontrivial factorization
2 = (1414)(1—14) in Z[i], and similarly 5 = (1 +2¢)(1 — 2i); on the other hand,
if there were a nontrivial factorization 3 = (v in Z[i] then we would have
9= N(3) = N(B)-N(v) and hence N(5) = N(vy) = 3. But no Gaussian integer
a + bi has norm 3, since there are no integers a and b such that a? + 0* = 3,
so 3 must be a G-prime.

Our strategy in pursuing a unique factorization theorem in Z[i] will be
largely to imitate the argument in Z, and we begin that imitation by by
recalling the division algorithm in Z: If a,b € Z with b # 0, then there are
integers ¢ and r, with 0 < r < b, such that a = bg 4+ r. Equivalently,

a T r
- = - ith 0< =< 1.
b q—i—b, w1 <3

a
In other words, the number ¢ is a very good approximation of the quotient 7

In Z[i] we will now proceed similarly to get a division algorithm, but because
we are in the complex plane, not just on the real line, the picture is a bit more
complicated. Just as every real number is in an interval between two integers,
so every complex number is in a little 1 X 1 square in the complex plane with
corners in Z[i], and this observation will be the key to the proof. And now
our measure of the size of a Gaussian integer will be its norm.

7.14 Theorem. (Division Algorithm in Z[i])
Let o, f € Z[i], with 8 # 0. Then there exist ¢, r € Z[i] such that o = Sq+r,
with 0 < N(r) < N(p).

o o
ProoF. The quotient — can be expressed in the form u+vi, with u,v € Q.

To see this, write o = a + bi and 8 = ¢ + di, with a, b, ¢, d € Z, and calculate
a a+bi a+bi c—di  ac+bd bc—ad. ,
=u+wvi. Thus a = (-

= - = . - = + [

B c+di c+di c—di A+d*> A+ d?
1 1
(u+wvi). Now choose integers z,y € Z such that |z — u| < 3 and |y —v| < 5
This makes x + yi among the nearest Gaussian integers to 2_ [Note: There

p

« «
may be other Gaussian integers equally close to —. For example, suppose — is

in the middle of a 1 x 1 square with Gaussian integer corners.] Following the
division algorithm argument in Z, now define ¢ = x + yi and set r = a — (q.
So a = ¢+ r, and it remains only for us to check that N(r) < N(f).
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We have
r:a—ﬁq:ﬁ(u—i-m')—ﬁ(x—l—yi)zﬁ(gu—x)+(v—y)z;).
o
Then

N(r) = N(8) - N(3) = N(@)( (=) + (v = 9)") < ().

1
2

IN

as desired. [

7.15 ExaMPLE. Let’s find Gaussian integers ¢ and r such that 12 + 8 =
(4 —i)g+r with N(r) < N(4 —1i). We start by finding the following quotient
in C:
1248  12+8 4+i  40+44¢ 40 44
e T T T
Then ¢ is the nearest Gaussian integer to this quotient, namely ¢ = 2 + 3i,
so it remains only to find . But r needs to satisfy the equation 12 + 8 =
(4—1)(24 3i) +r; and a little arithmetic leads to r = 1 —2i, and we are done.
In accord with the theorem, we have 5 = N(1 —2i) < 17 = N(4 —1).

With the division algorithm in hand, we now follow the arguments leading
to the Fundamental Theorem of Arithmetic in Z, making minor adjustments as
needed. Examples of such adjustments are the omission of the word “positive”
when applied to Gaussian integers, and substitution of “with minimal norm”
for “smallest positive” when working in Z[i].

7.16 Definition. Let «, 8 € Z[i], not both 0. A common divisor d of a and
[ in Z[i] is a greatest common divisor of « and f if every common divisor
of a and f is a divisor of d.

7.17 Theorem. If Gaussian integers «, 8 are not both zero, then they have
a greatest common divisor d, and there are elements x,y € Z[i] such that
d=za+yp.

Proo¥F. (Actually a proof outline.)
The proof follows the proof of the corresponding theorem for Z (Theorem
6.20) nearly verbatim, so have a look at that as necessary to fill in the details.
Consider the set

L={za+yp|z,y€Zli}
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There is a nonzero Gaussian integer d € L with N(d) minimal. Then use
the division algorithm in Z[i| to check that d is the required greatest common
divisor of @ and 5. [

7.18 Remarks. (i) Notice that if d is a greatest common divisor of a and
[, then so is ed for any G-unit e.

(ii) One can actually compute the greatest common divisor of two Gaussian
integers by a process of successive division using the division algorithm, exactly
as in Z, though in Z[i] the process is somewhat more tedious to do by hand
because computing quotients and remainders involves more arithmetic than in
Z. An example of this computation—the Euclidean Algorithm in Z[i]—will
be included in the exercises at the end of the section.

In what follows, let’s use 7 for a generic G-prime. So N(mw) > 1 and 7 has
no divisors ¢ satisfying 1 < N(§) < N(m). Thus the only divisors of 7 are
G-units and elements of the form er with ¢ a G-unit. (Elements of this latter
sort are called associates of 7.) Notice that if a € Z[i| then

T|a<+=a=nrp=(en)(e'B) for some B € Z[i] and every G-unit ¢.

Thus 7 divides « if and only if every associate of 7w divides «. It follows that
if 7 1 « then no associate of 7 divides a, and hence 1 is a greatest common
divisor of m and a.

7.19 Theorem. Let m be a G-prime, let ay, ..., q; € Z]i], and suppose

k

o

=1

™

Then 7 | oy; for some .

Proor SKETCH. It suffices to prove the result when k£ = 2, and then
extend the result by induction. In view of the remarks immediately preceding
this theorem, along with the preceding theorem, the proof is essentially a
replica of the proof of Theorem 6.26, with only trivial notational adjustments
(7 instead of p, etc.). [

7.20 Theorem. (Fundamental Theorem of Arithmetic in Z[i]) Every
nonzero nonunit Gaussian integer « is a product of G-primes. This factor-

ization is unique in the following sense: If &« = my,..., 7. = 0104 are two
factorizations of v into G-primes, then r = s, and the ¢;’s are associates of the
m;’s; more precisely, there is a permutation of the subscripts 1,...,r making

o; an associate of m; for 1 < i < r.
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ProoFr SKETCH. Earlier in the section we observed that « has at least
one factorization into G-primes, so only the uniqueness is an issue here. And,
in view of what we have already done in this section, that follows easily by
adapting the proof of the Fundamental Theorem of Arithmetic in Z (Theorem
6.29) to Z[i]. O

How can we recognize Gaussian primes without the drudgery of checking
for divisibility by elements of smaller norm? The following theorem provides
the answer. We'll need to distinguish between G-primes and prime numbers
in good old Z, and we’ll refer to the latter as Z-primes.

7.21 Theorem. There are the following two kinds of Gaussian primes.

(i) Gaussian integers of the form a = a + bi with ab # 0 such that N(«) is a
Z-prime.

(ii) Z-primes that are not sums of two squares in Z, and their associates in
Z[i].

Proo¥F. (i) Let o =a+ bi with ab # 0.

First suppose that N(«) is a Z-prime. A nontrivial factorization of o would
lead to a nontrivial factorization of N(«) in Z, contradicting the hypothesis.
So o must be a G-prime.

Conversely, suppose « is a G-prime, and we must show that N(«) is a
Z-prime. First consider the case in which a = +b, and hence o = a(1 % 7).
Since « is a G-prime it has only trivial factorizations in Z[i|. But neither 1+1
nor 1 — ¢ is a G-unit. Therefore a must be a G-unit. But a € Z, so the only
possibilities are a = +1, and so N(«) = 2, a favorite Z-prime.

Now, still assuming that o = a + bt is a G-prime, consider the case in
which a # £b. We want to prove that N(a) is a Z-prime. To this end,
suppose there is a nontrivial factorization N(«) = r - s in Z, and we will look
for a contradiction. Since a | N(a) and « is a G-prime, we must have « | r
or a | s in Z[i]. Without loss of generality suppose a | r. Then, using the
fact that 7 = r, we see that also @ | . A nontrivial factorization of @ would
lead to a nontrivial factorization of «; so @ must also be a G-prime, and since
a # £b the numbers o and @ are not associates. It follows that a@ | r in Z]i].
(Why? Because
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r
But both r and a@ = a? + b* are real numbers, so we actually have — € Z,
aa

and hence
a>+b|r inZ
——
N(a)
But this forces N(a) < r, contradicting our initial assumption that N(a) =
r-s. So N(«) must be a Z-prime.

(ii) Now let av € Z. In order for a to be a G-prime it is clearly necessary for
a to be a Z-prime, and we already know that 2 is not a G-prime. Therefore,
to prove (ii), assume from now on that p is an odd Z-prime, and we will prove
that p is a G-prime if and only if p is not a sum of two squares in Z.

If p were a G-prime and satisfied p = 2? + y* with z,y € Z, then p =
(z + yi)(x — yi) would be a nontrivial factorization in Z[i], a contradiction.
Therefore p cannot be a sum of two squares in Z.

Conversely, assume the Z-prime p is not a sum of two squares in Z, and we
want to prove that p is a G-prime. If there were a nontrivial factorization in
Z[i], say

p=(u+vi)(r+si) withu,v,r sé€Z,

then wu,v,r, s would all be nonzero; and equating real and imaginary parts
after doing the multiplication would give

p=ur—ovs and 0=vr+ us,

hence that w | vr in Z. Let d be the greatest common divisor (u,v). The
equation p = ur — vs gives d | p, so if d > 1 we would have d = p (since p is a
Z-prime). But this would contradict the fact that the stated factorization of
p in Z[i] is nontrivial. Therefore u and v must be relatively prime; and, since
u | vr, it follows that u | r in Z. Say r = ku. Then

us = —vr = —vku and therefore s = —vk,
from which we deduce that
p=ur —uvs = k(u? +v?).

Since p is a Z-prime, this factorization of p must be trivial. We can’t have
k = 1, because p is not a sum of two squares. On the other hand, if u?+4v? =1
then u = 0 or v = 0, a contradiction. Therefore a nontrivial factorization of p
in Z[i] cannot occur, and so p is a G-prime. [

And now the reader may legitimately complain, “All right, we've got a
condition that tells whether or not a given prime number p is a Gaussian
prime, but our criterion requires that we check to see whether or not p is a
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sum of two squares in Z. Is that any better than just using the definition
of G-prime and looking for nontrivial divisors of p in Z[:i]? Haven’t we just
shifted to a problem of equivalent difficulty?” Therefore the following question
is raised:

Is there an easy way to tell which odd prime numbers are sums of two
squares in 2.7

To answer this question we will first need to exhibit an interesting property
of prime numbers, and then combine that with some factorization work in Z[i].

7.22 Theorem. (Wilson’s Theorem) If p is a prime number then
(p—1!'=—-1 (mod p).

ProoF. The result is clear if p is 2 or 3, so we will assume p > 5.

Ifae{l,...,p—1} then (a,p) = 1, so by Corollary 6.21 there are integers
x and y such that ax + py = 1. Now reduce x mod p, and the result is an
integer @’ € {1,...,p— 1} such that aa’ =1 (mod p). Moreover, @' is unique,
by the cancellation law (Lemma 6.61(ii)). We have

/

a=d <= ad=1(modp) <= pla—1(a+1)

< a=lora=p—-1.

Thus the set {2,...,p — 2} is a union of pairs {a,d'} with a # o’ and ad’ =1
(mod p). Tt follows that (p —2)! = 1 (mod p). But clearly p — 1 = —1
(mod p), and taking the product of these last two congruences gives the desired
result. [

7.23 Corollary. If pis prime and p =1 (mod 4) then the congruence
7 = —1 (mod p)

is solvable.

ProOOF. Suppose p = 1+ 4k, with & > 1. Then 2k + 1 = —2k (mod p),
2k +2 = —2k+1 (mod p), and in general

2k+j=—-2k+(j—1) (mod p) forl<j<2k.

Notice that the terms on the right in these congruences, when listed in de-
scending order (that is, starting with j = 2k), are

~1,-2,...,—2k,

?
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so upon taking the product of these 2k congruences, we obtain

2k

[k + ) = (2k)! (mod p).

j=1
When this congruence is multiplied by (2k)! we get

2k

(k) = 2k T2k +5) = ((2k)))” (mod p).

Jj=1

On the other hand, because p = 14 4k from the hypothesis, here (4k)! = (p —
1)!, and by Wilson’s theorem (p—1)! = —1 (mod p); so we have —1 = ((2k)!)2
(mod p), and the proof is complete. [

And now we can rework the determination of which prime numbers p are
Gaussian primes, and this in turn will lead to the answer to our question on
sums of squares.

7.24 Theorem. An odd prime number p is a Gaussian prime if and only
if p=3 (mod 4).

ProoF. First suppose p = 1 (mod 4). From the preceding corollary we
know that there exists m € Z such that p | m? +1; that is, p | (m +¢)(m —1).
If p were a G-prime then it would follow that p | m + i or p | m — i in Z[i].
Let’s suppose p | m +i. (The other case is similar.) So there are a,b € Z such
that

m+i=p-(a+bi)=pa+ pbi.

The imaginary parts on the left and right are equal; that is, pb = 1. But this
is impossible because p is a Z-prime. Therefore when p =1 (mod 4) the odd
prime number p cannot be a Gaussian prime.

Now suppose p = 3 (mod 4), and we want to prove that p is a Gaussian
prime. Since N(p) = p? a nontrivial divisor a of p in Z[i] would satisfy
N(a) =p. And if @ = a + bi, with a,b € Z, this would mean that a® 4 b* = p.
Since p is odd, one of a, b is even, the other odd; let’s say a is even and b is
odd. Then a*> =0 (mod 4) and b* =1 (mod 4), and therefore p = a*+1* = 1
(mod 4), contradicting the fact that p = 3 (mod 4). Therefore p has no
nontrivial divisors in Z[i], and we are done. [

We can now answer our earlier question on sums of squares by splicing together
the preceding theorem with Theorem 7.22 (ii):
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7.25 Corollary. Let p be an odd prime number. Then p is a sum of two
squares in Z if and only if p =1 (mod 4).

7.26 ExaMPLE. Here we will express 90 + 30¢ as a product of Gaussian
primes. We begin by factoring anything obvious:

90 +30i =2-3-5- (3 +1).

Now 2 and 5 are sums of two squares in Z, and accordingly 2 = (1 +14)(1 — )
and 5 = (2+14)(2—1). Since N(1+i) =2 and N(2+i) = 5 are both Z-primes,
we know 1+ ¢ and 2 + ¢ are G-primes. And 3 is a G-prime by Theorem 7.24.
It remains to check 3 + ¢. Since N(3 + i) = 10, if there were a nontrivial
factorization 3 + i = «aff, we could suppose N(a) = 2 and N(5) = 5. So
a would have to be of the form 41 + 7; and since all four possibilities for «
are associates (and hence one of them divides 3 4 7 if and only if the others
%o), without loss of generality we can suppose a = 1+ ¢. Lo and behold,
+1

141
and 2 — i to be G-primes, and so we have obtained the following factorization

into G-primes:

=2 — 1, and hence 3+ ¢ = (1 +14)(2 —1i). We have already shown 1 + i

90 + 30 = 3(1+4)*(1 —4)(2 +4)(2 —4)*.

Notice that 1+ and 1 —1 are associates: 147 =i(1—14). So our factorization
may be written slightly more compactly as

90 +30i = —3(1 —i)*(2 +4)(2 — i)%

Let’s briefly recapitulate what has gone on in this section. We began by
defining the system Z[i] of Gaussian integers, not for any obviously compelling
mathematical reason, but out of natural curiosity and because it seemed like
a “Z-like” structure inside C. Then our memories of the progression towards
the Fundamental Theorem of Arithmetic in Z led us to follow the outline of
that progression—making adjustments as needed—until we obtained a similar
theorem on factorization into Gaussian primes. But then we were drawn to
seek a reasonable description of the Gaussian primes, and to complete that
effort we found ourselves exploring the interaction of the factorization theories
in Z and Z[i], eventually being led to ask a question on representing primes
in Z as sums of two squares. Finally, to answer that question—a question
dealing only with issues inside Z, even though it was asked in connection
with our study of Z[i]—we used our results our results on factorization in the
larger structure Z[i]. This all serves to illustrate the remarks in this chapter’s
opening paragraph (the water lilies, etc.) on how the investigation of a given
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structure can be deepened and enriched by viewing that structure as part of
a larger system.

Exercises

1.

At the start of this section it is mentioned that Z[i] is “the smallest ring
inside C that contains both Z and ¢.” What does this mean, and why is it
the case?

Notice that N(2 + i) = N(2 —4). Does it follow that 2 + ¢ and 2 — i are
associates in the Gaussian integers?

. Imagine a secret society in which each member is assigned a Gaussian

integer of norm < 20 as a sort of code name. At society meetings, each
member is expected to wear a T-shirt boldly displaying his or her assigned
number.

(a) What’s the largest number of members possible in order to be sure
that each member can be assigned a different Gaussian integer as a
code name?

(b) Jones, a gregarious but somewhat dim-witted member of the society,
would like to expand the membership. So Jones proposes expanding
the list of available code names to include all the Gaussian integers of
norm < 22. How many more members would this allow?

4. Show that if 2z is a Gaussian prime then so is Z.

Let z = a + bi be a Gaussian integer with ab # 0. Show that z and Z are
associates if and only if a = +b.

Show that 8 + 53i cannot be expressed as w? + 2% with w, z € Z[i].

(a) Find Gaussian integers ¢ and r such that 18 +¢ = (5 4 i)q + r, with
N(r) < N(5+1).

(b) Continuing from part (i), use the Euclidean algorithm to find the great-
est common divisor of 18 + 4 and 5 + i in Z[i].

Prove the converse of Wilson’s Theorem. That is, prove that if n > 2 and

(n—1)! = —1 (mod n), then n is prime.

Observe the equation (a?+b?)(c*+d?) = (ad+bc)*+ (ac—bd)? for a, b, c,d €

Z. With this in mind, let n € N and suppose n has standard factorization

n=pit-pt

(a) Show that if p; =1 (mod 4) for all i then the equation n = x? + y? is
solvable in Z.

(b) Suppose in the standard factorization of n each prime p; =3 (mod 4)

that appears (if any) has even exponent «;. Show that the equation
n = x? + y? is solvable in Z.
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9. Find standard factorizations of the Gaussian integers 10+ 100z and 54 + 6.
That is, express each in the form en{" - - 7" with € a G-unit and the 7;

G-primes.



HINTS AND PARTIAL SOLUTIONS
TO SELECTED ODD-NUMBERED
EXERCISES

SECTION 1.1

1. (a) false proposition (b) not a proposition (c) false proposition
(d) not a proposition (e) not a proposition (f) true proposition
3. Theorem. madam
Proof. g
mSm
maSam
madam

5. Without further discussion, “hence” is not truth functional. Consider
(a) Spinach is a vegetable, hence there is at least one green vegetable.
(b) Spinach is a vegetable, hence Mars is a planet.

Both are sentences of the form “true sentence hence true sentence.” Most people
would agree that (a) is true; but they would be reluctant to assign a truth value to
(b), since “hence” suggests an evident linkage (missing in this example) between
the components it connects.

SECTIONS 1.2 and 1.3

L. (a) —p A —(): Howard did not fall and Howard did not break his leg.
@ VvV = P: Howard broke his leg or Howard did not fall.

L.J. Gerstein, Introduction to Mathematical Structures and Proofs, Undergraduate Texts in Mathematics, 375
DOI 10.1007/978-1-4614-4265-3, © Springer Science+Business Media, LLC 2012
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3.

11.

13.
15.
17.
19.

P Q Pv@
F F F
F T T
T F T
T T F

The cards with the following markings need not be turned over: C, 2.

Let P denote the statement “I go to the movies in the afternoon,” and let @
denote “It is rainy.”

(a) Q=P (b) P=Q
(b) p: Napoleon is President of the United States.
Q: Boston is a city.

(b P PP P=(P=P)

F T T
T T T

122
The new table has eight times as many rows as the old one.
(P A=(=(QA=(=(RA=S5)))))

The statements are equivalent since they have the same truth value (namely,
false).

SECTION 1.4

1.

Represent the statements “Dracula seizes power,” “democracy is lost,” “the use
of food additives increases,” and “mutations can be expected” by the letters P,
@, R, and S, respectively. Since we are given that P and P = @ are both true,
it follows by modus ponens that @ is true. From that and the given truth of
@ = R, modus ponens yields the truth of R. Continue the argument in this way.

3. (c) I must prove that there exist a point P and a line L such that G consists of
all the points that are equidistant from P and L.

5. Try a proof by contradiction. If 5 is not prime then (by definition of prime) 5
can be written in the form a - b for some integers a, b strictly between 1 and 5.
Check that that is not the case.

7. Compare a side of the diamond to a radius of the circle, and use the fact that
all radii of a given circle have the same length.

SECTION 1.5

1. Statement forms (a), (b), and (d) are tautologies, but (c) is not.

3. (a) =(PAQ)A—R) (b) =(=PA=Q)

5. ~P: PLP; PVQ: (PLQ)L(PLQ)
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7. Use the fact that (RV —R) is a tautology to deduce that the given expression is
logically equivalent to (P AQ)V (P A—Q), then contract this further using a dis-
tributive law. Finally, conclude that the given expression is logically equivalent
to P.

SECTION 1.6

1. (a)

P
Q
R 1

SECTION 2.1

1. yes

3. () {2,350 (b) {2357 (c) {123} () {0,41,42,+3,+4)

5. (a) true (b) true (c) false (d) false (e) false (f) false
(g) true (h) false (i) true (j) false

7. (a) A=0, B={0}, C={{0}}

(b) A=0,B={0}, C={0,{0}}

SECTION 2.3

1. (a) @)z e NA22+15=22) (c) =(Vz € R)(Ty € R)(y? = x)
(e) (Vz € R)(Ay € R)(y® = )

3. (a) With A =0, statements 2(a) and 2(b) are both true.

(b) There is no set A for which the hypothesis of 2(b) is true, so for every set
A, statement 2(b) is true.

5. (a) (Ve > 0)(35 > 0)(Va')(|2' — x| < 6 = |f(2)) — f(x)] < €). More formally:
(Ve)(e > 0= (F9)(0 > 0N (V2')(|2' —z| < d = |f(2)) — f(z)] < €)))

7. P:2?=5 Q:x=17

9. (a) true (c) true (e) false (g) true

SECTION 2.4

1. (b) The subsets are 0, {1}, {{2,3}}, and B.

3. (a‘) {27_1} (C) {277} (e) S = {_27_17071727{172}}

5. Suppose {a} C S. Then every member of {a} is a member of S. But the only
member of {a} is a. This shows that a € S, verifying “=".

7. (a) The left-hand set is equal to {1,2}, and 1 = 2° and 2 = 2%.

9. Let A= {1} and B = {1,{1}}.
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SECTION 2.5
1. (a) {1,2} (c) {3,4,5} (e) the set of all the even integers except for 4 and 6;
in symbols: {0,+2,—4,—6,+8,4+10,+12,...} (g) the members are 3, 5, and
all the even integers: {3,5,0,£2,4+4,46,...}
(i) 0.
3. (a) false (b) true
5. (a) Observe that for any element z the statement x € A is equivalent to the
statement
reAV xel.
(¢) First note that A — A = (), because no element satisfies “x € A A = ¢ A
Then check that ) — A = ().
(e) For every element x, the statements “ € A A z € A” and “z € A” are
equivalent.
7. (a) Every element of A — B is an element of A, but no element of B — A is.
Therefore the given intersection contains no elements.
9. Let z € Z. From the hypothesis we then have z € X and z € Y, as desired.
11. (a) For every element x, the statements
reAVaezeB and ze€B VzrzeA
are equivalent. Therefore AUB = BU A. This proves that A+ B = B+ A.
Proof of AB = BA is similar, using intersection instead of union.
(¢c) Wehave AB=A < ANB=A < B D A. Thus thesets B satisfying
the given condition are the sets that contain A.
(e) To prove “«<”, check that the statements “z € A” and “z € AV z € ()"
have the same truth value. For “=", check that if X contains some element
w, and A is a set not containing w, then A + X # A.
SECTION 2.6

1. (a) {1,2,3,4,0,—1} (b) {1} (¢) Z—{1} (d) Z—-{-1,0,1,2,3,4}

3. Let x € UA;. Then, by definition of union, x € A; for some i € I. But A; is given
to be a subset of A,, so x € A,. This proves “C”. Conversely, if z € A, then
since n € I, we have that x is a member of UA;, from the definition of union.

5 (a) R (b) {0} (c) [-5,5]
7. Proof of “C”:

xr € A—UB; xr€A and z ¢ UB;
x € A and there is no i € I such that x € B;
v € A—B;foreachiel

=
=
=
= zenN(A-5)
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9. (a) union: R; intersection: () (b) union: the set of all points in the plane whose
horizontal coordinate x satisfies the inequality —1 < z < 1; intersection: ()
(d) union: IT; intersection: ()

SECTION 2.7

L (a) {0,{4}} (b) {0,{5},{6},{5,6}}

3. 127

5. XeP(A)=XCA=XCACB=XCB= X € P(B). This proves “C".

7. ANB=10

SECTION 2.8

1. (a) Associate the ordered pair (¢,r) with an incoming call to room r on telephone

line ¢.
(b) The subset is a collection of four ordered pairs in 7' x R, no two of which
have the same first coordinate or same second coordinate.

3. “=7. Let AxB=10. f A# (0and B # 0, let a € A and b € B. Then
(a,b) € A x B, contradicting the assumption that A x B = (). Therefore, the
assumption “A # () and B # ()" is false. That is, A =) or B = 0.

5. (a) Let S ={(1,2),(2,3)}. If S=Ax B, then 1,2 € A and 2,3 € B. But then

(1,3) € S, a contradiction.
9. “C”: Let P € (UA;) x S. Then P = (a,b) for some a € UA; and some b € S.

Thus a € A; for some i € I, by definition of UA;, hence P € A; x S, and so
P e U(Ai X S)

SECTION 2.9

1

1. (a) {the set of negative real numbers, the set of nonnegative real numbers};
{the set of nonzero real numbers, {0}}; {the set of nonnegative rational
numbers, the set of negative rational numbers, the set of irrational num-
bers}

(a) false (b) false (c) true (d) false

(a) I = {{1}7 {2}7 {3}7 {4}7 {57 6}}’ Iy = {{17 2}7 {37 4}7 {57 6}}’

I3 = {{1,2,3,4},{5,6}}; II4={{1,2,3,4,5,6}}.

7. RU{(1,1),(2,2),(3,3),(4,4)}

9. RU{(1,1),(4,2),(4,3),(4,4)}

1. (a) Example 2.53(c), R:

Q.9 ¢

or
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15.

17.
19.

21.
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(b) For each pair of vertices p, ¢ for which there is an edge from p to ¢, there
is also an edge from ¢ to p.

(d) For each pair of vertices p, ¢ for which there is a path from p to ¢ formed
by a succession of directed edges, there is also a single edge leading directly
(that is, without passing through any other vertices along the way) from p
to q.

(b) REFLEXIVE: for each a € N we have a | a, because a = a - 1.
ANTISYMMETRIC: if a | b and b | a, then b = ac and a = bd for some
¢,d € N. Then a = bd = acd, therefore c¢d = 1, and so ¢ = d = 1. This
gives a = b.
TRANSITIVE: if a | b and b | ¢ then b = ad and ¢ = be for some d,e € N.
Then ¢ = a(de), and so a | c.

(a) (1,1),(2,2),(3,3) (b) impossible

We know that A C AU B and B C AU B. This gives

RCAxBC(AUB)x (AUB).

The relation {(1,2),(2,1),(1,1),(2,2)} is symmetric and transitive, but not
reflexive.

SECTION 2.10

1.

When n = 1, both sides of the given expression are equal to 1. Having assumed
the result to hold for n = k, observe that

(1) P22 (k1) =12+ 22+ B+ (kD2

Now apply the induction hypothesis to expression (), and use arithmetic to
check that the result is equal to

(k+D[(k+1)+1)2(k+1)+1]
5 .
If n < 0 the result follows from the fact that squares are nonnegative. So it is
enough to prove the statement when n > 1, and for this we use induction. For
n = 1 the statement is clearly correct. Now suppose we know that k2 > k for
some positive integer k. Then we have

(k+1)2 =k +2k+1>3k+1>k+1,

and this completes the proof.

Use the fact that 3k +3 = 3(k + 1).

For n = 10: 1024 > 1000. Now assume that 2¥ > k3 for some k& > 10; it must be
shown that 2+ > (k4 1)3. But 28+ = 2(2%) > 2k3, so it will suffice to verify
the inequality 2k3 > k® + 3k% + 3k + 1, or, equivalently, k* — 3k?> — 3k —1 > 0.
This can be done in a variety of ways. For instance, the given inequality is
equivalent to the inequality k(k* — 3k — 3) > 1, so it is enough to show that
k* — 3k — 3 > 0 when k > 10.
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9. Consider whether the argument is legitimate when k = 1.

11. Let A be as in the suggestion given with the problem, and let £ be the smallest
element of A. (Such a k exists by the well-ordering principle.) So k is the
smallest positive integer for which P(k) is false. Hence P(k — 1) is true. But
then, by 2.67(b), statement P(k) must be true. [Remember: k = (k — 1) + 1.]
CONTRADICTION. Therefore we must have A = (). So P(n) is true for all
n € N.

13. If n = 1, then both sides of the equation being checked are equal to a’*. Now
suppose P(k) is true for some k£ > 1. That is, Hle ab = aXiz1bi, Then, by
the laws of exponents and the induction hypothesis, we have

k+1 k
H abi = ( abz‘) Cabrt = q(TEabi) | g — g (SEabi) b — S b
i=1 i=1
This completes the induction.
SECTION 3.1
1. Sets f and g are functions from A to B, but A is not a function; j is not a
function from A to B, but j is a function from {2,3} to B.
3. Ifx € X and y1,y2 € Y, then (z, 1), (x,y2) € X xY. Consider the consequences
if y1 # yo.
5. 27
7. (a) xg(z) =0 VreA
(c) “«<": Assume that y4 = xp, and let © € A. To show that = € B, it
suffices to check that xp(z) = 1. But xp(x) = xa(x) = 1. (Here the first
equality follows from the hypothesis x4 = xp, and the second equality
holds because x € A.) This shows that A C B, and a similar argument
shows that A D B.
9. (a) The answer is 0 if « € Z, and otherwise the answer is —1.
(b) Ifm <a<m+1,withm € Z, thenn+m <n+a<n+m+1;so[a] =m
and [n+a] =n+m=n+ [a.
(c) Choose 3 to satisfy the inequality (14 1/[a]) < 8 < 2.
(d) First consider the case m > n, then the case m < n.

1. (a) {(1,1), (2, D} {(1,1),(22)}, {(1,2),2, D} {(1,2),(2,2)}

(b) Let f € A®. That is, f € C x A, and V¢ € C there is a unique a € A such

that f(c) =a. But AC B,;soa€ Band C xAC CxB. Thus f CCx B,
and Ve € C there is a unique a € B such that f(¢) = a. That is, f € B
this proves the result.

(¢) Bach member of {1,2}1123} is a set of ordered pairs, and one of those pairs

has 3 as its first coordinate. Consider whether the same can be said about
the members of {1,2}{1:2},
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SECTION 3.2
1. (a) imf =img = {1} (c) the set of nonnegative real numbers (e) im f is

the set of nonnegative real numbers; im g is smaller, consisting of just the set
of squares of rational numbers. Thus we can write

img = {a®/b? | a,b € Z, b# 0}.

3. (a) injective only (c) neither injective nor surjective

13.

15.

17.

19.
21.

(a) g7t =1{(5,1),(-2,2),(6,3)} (b) If f: A — B is not injective, then there
exist distinct elements aj,as € A and an element b € B such that (ai,b),
(az,b) € f. But then (b,a1), (b,a2) € f~1, and hence f~! is not a function.
The only available representatives of {1} and {6} are 1 and 6, respectively.
So the representative of {3,6} must be 3, and therefore the representatives of
{3,4} and {1,2,3} must be 4 and 2, respectively. This forces 5 and 7 to be the
respective representatives of {2,4,5} and {1,4, 7}.

(a) The function f is a bijection if and only if a # 0. (b) The necessary and
sufficient condition is that a = +1.

Parts (a) and (b) follow from the fact that the absolute value of any number is
nonnegative, and it is zero if and only if the number itself is zero.

Compare the current estimate with the preceding one or, if necessary, with
the following one. If the current answer agrees with either of those through n
decimal places, then it has the desired degree of accuracy.

The idea is to obtain a function h such that h(1) = f(1), h(2) = g(1), h(3) =
f(2), h(4) = ¢(2), and so on. Such a function h will take the odd positive
integers onto im f = A and the even positive integers onto im g = B. Explicitly,

define h by
1
f(x; ) if 7 is odd,

hiz) =
' g(g) if z is even.

Then check that this function works.
Go from (1,1) to (2,1) to (2,2) to (1,2), and continue.

Spiral out from the origin.

SECTION 3.3

(a) R; (¢) R—{n7m|neZ}.
(a) Tf f(2) =2+ 1 and g(x) = /2, then (f 0 g)(3) = § # (g0 f)(3) = 2.
(b) Let ¢ € C. Because g o f is surjective, there exists a € A such that

(go f)(a) = c. That is, g(f(a)) = c¢. Thus we have found an element (namely,
f(a)) of B that is taken to ¢ by g.
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9. Consider a function f defined by
r+5 ifx>0,
flz) = .
x ifx 0.
This function “tears a hole” in Z. Now try to patch the hole with a suitable
function g.

11. The given function is a bijection.

13. (a) Suppose A = {1,2} and C = {3,4}. Then, because im f~! = A and
domg~! = C, it follows that g~' o f~! is meaningless, though (go f)~! has
meaning.

15. To get the left cancellation law, notice that from the hypothesis we have

flo(feg)=f1foh)
and proceed from there.
SECTION 4.1
1. (b) We think of two collections as being the same “size” if each object in one

can be paired with an object in the other so that when we're done there
is nothing left over in either collection. (Demonstrate with a few pears
and apples, say.) The statement says that if a first collection and a second
collection have the same size in this sense, and also the second collection
and a third collection have the same size, then the first and third collections
have the same size. (Again demonstrate with actual objects, showing how
the pairings for the first and second sets and the pairings for the second
and third sets lead naturally to pairings of the elements of the first set with
the elements of the third set.)

3. (a) Consider the mapping given by n +— 5n + 2.

11.

13.

(a) Define f: [0,1] — [2,7] by f(z) =2+ 5z.
(b) Define f: Z — {positive evens} by

4dn ifn>0
f(n) = .
4in]+2 ifn<0

Use differentiation to show that the function is increasing, and hence one-to-
one. To show surjectivity it suffices to show that the function is unbounded
from above and therefore (why?) also from below.

For n = 1 there is really nothing to prove, since both sides are equal to #A;.
Corollary 4.16 does the job for n = 2. Then rewrite Ufill A; in the form
(Ué?:l A;) U Ag41, and use the case n = 2 to complete the induction step.

According to the definition of “4” in Exercise 10, the job here is to show that

if X~ (B—A)andY ~ A, where XNY =), then X UY =~ B.
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15. (a) Apply the pigeonhole principle (4.9) to a function from a given set of eight
people to the set of days of the week.

17. (a) Use the product rule (4.22).

(b) Once the activities have been chosen as in part (a), there remains the choice
of order for the activities, and the number of possibilities for that is equal
to the number of ways of listing the elements of the set {snack, movie, art}.
Having determined that number, invoke the product rule.

19. Be careful not to count a given handshake more than once.

21. (a) Each of the n elements of B has m candidates in A that it might be paired
with. In all, there are n choices to be made, with m possibilities for each.
Invoke the product rule.

(b) The hint gives the number of subsets of A that can serve as the function’s
image and, for each of those, part (a) gives the number of functions with
domain B that have that image. Use the product rule.

SECTION 4.2

1. (a) “<”: Assume A = (). The conditional statement
If € ) then there exists y € () such that O(y) = x.

is true, because its hypothesis is false. Therefore () is surjective.
3. This proof is a clone of the proof of the first part of the theorem.
5. (a) The mapping = — x is an injection from A — B to A.
(c) Consider the consequences if #A4 > #B and AN B = ().
7. A typical element of the square has the form

(.a1a2a3 ceey .b1b2b3 .. )

Now follow the given suggestion.

SECTION 4.3

1. Z=NUAUB, where A={n €Z|n<0and nis even} and B is the set of
odd negative integers

3. (a) By Corollary 4.15, at least one of the blocks must be infinite. Now apply
Theorem 4.36(a).

5. Check that the mapping given by n — 7n + 3 is a bijection from Z to the given
set. Then apply Example 4.34.

7. (a) Show that N x N = U;en(N x {i}).
(b) Theorem 4.39(a) will be useful.

9. First check that for each ¢ € Q, the collection of all intervals having rational
endpoints and right endpoint ¢ is a countable set. Then use the result of
Exercise 8.
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11. INJECTIVITY: Suppose g(m,n) = g(r,s). That is, 2" 1(2n—1) = 2"~1(25s - 1).
Since 2n —1 and 2s —1 are both odd it follows (from the Fundamental Theorem
of Arithmetic) that 2m~! = 2"=! (and hence m = r), since both numbers
represent the power of 2 in the standard factorization of g(m,n). Therefore
2n — 1 =2s—1, and so n = s. This proves that g is injective.

SURJECTIVITY: Let k € N; say k = 2! - ¢, with ¢ odd and ¢ > 0. Then
kE=g(t+1, %); so g is surjective.

13. Bet that neither coordinate will be rational.

SECTION 4.5

1. View z and y as functions from N,,, and N,, (respectively) into 3. Then zy is
the function from N,,1,, into X given by

0 if1<i<m,
y(i—m) ifm<i<m+n.

(zy)(i) = {

3. (a) This consists of the set of all words of the form ww with w € L.
(b) Any language containing the empty word e will do.
5. The languages L(M) and L(IN) are the same.

7. Let’s say that the initial states of M; and Mp are go and ¢, respectively. Erase
the arc starting at go that is labelled b, and erase the arc starting at ¢{ that is
labelled a. Then drag the diagram for M; over to the diagram for Ms in such
a way that go and ¢, become superimposed, but so that no other vertices of the
two graphs come into contact. The result is the graph of the desired automaton.
The point obtained from merging go and ¢, represents the initial vertex of the
new automaton, and the new collection of final states is the union of the final
state sets of M7 and M. It remains to check that this construction works.

LS}
S
(S}
S

L
=]
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b b

q a1
a
SECTION 5.2
3. () 360

(b) 144 [First determine how many positive divisors are divisible by 10, then
apply part (a).]
5. 1320

SECTION 5.3

1. (a) a permutation (c) not a permutation (e) a permutation
3. There are 24 members altogether.
5. (a) Given A € S, extend A to an element A € S,, by the formula

AMz) if1<zx<m,
AMz) = .
x tm+1<z<n.

r@(G2i1s) ©0aas)

9. Begin by noticing that the sets of elements moved by the given permutations
are disjoint.
11. 8!'= 40320
13. (a) 10! (b) 2-3!-7! (c) 8-3!-7! (d) Arrange the 7 dogs in a line. There
are 7! ways to do this. Each cat will go between two dogs or at an end location.
So there are 8 positions in line available for cats. Pick a cat. For it there are 8
possible locations. Having put it in place, there are 7 possible locations for the
next cat and 6 possibilities for the third. Final answer: 7!-8-7-6. (e) 7-6-8!
15. (a) If in a move the cup in position ¢ goes to position j, associate o € S5 such
that o(i) = j.
(b) Bt =10 (c) 5!
(d) 4! (We know where the left-most cup goes. So it’s just a matter of counting
the repositions of the remaining 4 cups.)

SECTION 5.4

1. Suppose the triangle’s vertices are A, B, C, and let s be a symmetry. Show that
if s(A) = B then s(B) = A, and therefore s(C') = C. Then use this to obtain a
contradiction.
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There are eight members.

T o

Inscribe a regular triangle in a regular hexagon, and proceed from there.

ten symmetries (c) one symmetry (e) four symmetries

o

one symmetry (i) the collection of symmetries is countably infinite

~ R
S— N e N N N

the collection of symmetries is uncountably infinite

If P=Q then Ro(P) = P. If P = (c,d) # Q, then obtain the equation
of the line through P and @) and the equation of the circle centered at @
with radius PQ. The intersection of the two geometric figures is obtained by
solving these equations simultaneously, and the solution set is { P, Rg(P)}.

~ N~ o~ Y

5

(b) Use the formula obtained in (a) to show that for any two points P, P, the
distance between Rg(P;) and Rg([/%) is equal to the distance between Py
and Ps.

SECTION 5.5

1.(a)<1234567> (C)<1234>

2 7146 5 3 3 1 4 2

3. (a) First notice that once o2 has been computed, only one more multiplication
is required in order to compute o?.

5. They look the same, except that the edge directions are all reversed.

7. (a) The notation tells us that the listed elements are moved cyclically by o,
and that no other elements are moved by o, but it does not tell us the
whole domain.

1 23 45 67
(b)<5342716>

9. (a) (1 5 3)(2 6 7) (b) (1 3 45 6 2) (c) (2 4 3)

11. Consider the products (o7)(77*¢~!) and (77 1o~ 1)(o7).

13. If « satisfies the given equation, it follows that a = o (2 1 4) AL

15. Notice that once some n is obtained for which S,, contains a non-cycle, then

the same is true for all larger values of n.

SECTION 5.6

3. Use the method of Example 5.42.

5. Begin by factoring 2520 into primes, and then use this data to obtain a set of
integers whose sum is 30 and whose least common multiple is 2520. Then apply
Theorem 5.45.

7. (b) Every element of S,, has a natural extension to an element of S,. See

Exercise 5 in Section 5.3.
9. 18 (Use the method of Example 5.47.)
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SECTION 5.7

L () (1 2) (1 5)(1 4)(1 6)(18)(17)(13) (c) (12)(34)
3. (a) two reversals (b) four reversals
5. Show that the permutation

< 1 2 3 oo o n—1 n)
n n—1 n-2 .- 2 1
has the desired property.
7. Use Theorem 5.54.
9. Use Corollary 5.36, together with the fact that s moves exactly four elements.
11. (a) =1 (b) 1 (c) —1
13. (a) Observe that a shift of the puzzle pieces to the indicated configuration is

associated with the permutation (1 2 6 7 11 12 16), an even per-
mutation.

15. Check each of the cases from n = 1 through n =5 to get the idea.

SECTION 5.8

1. (a) 9863 (c) 1001 (e) 39711 (g) 1

5. (a) 336 (b) 231 (c) 2398

7. Use the binomial theorem.

11. Check the cases n =1, 2, 3 individually. For n > 4, use Theorem 5.64.
13. (a) 1120 (b) 1883

13-4
15. (35255 = 41165
5
17. (a) 22 (b) 2

19. If a set of n objects is to be assembled in sequence, with only two types of
object in the set, consider the consequence of specifying the locations of one of
the types.

21. 2,522,520
23. (a) 3,628,800 (b) 30,240 (c) 252
25. —280

SECTION 5.9

There are rs edges between vertices in V] and V5. Et cetera.
(i) There is at least one cycle.

Find the smallest n such that (Z) > 50 and explain why this is the answer.

© N o w

Produce a spanning tree with a vertex of degree 3, and another without such a
vertex.
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11. (i) Consider a shortest path from v to x followed by such a path from x to w,
and then think about the result.

13. If e = xy is an edge then zey is a path from z to y.

SECTION 6.1

1. (a) The left side of the rule becomes - ((a,+((b,c)))).

3. nd

5. The case n = 3: define a 3-ary (more commonly, ternary) operation *3: S3 — S
by

x3((81,82,53)) = (51 * S2) * s3.

7. Suppose there is an identity element; call it e. Then for each a € R, the
equation a <+ e = a holds. But this implies that e = 1. (Why?) Check that in
fact 1 is not an identity element for —+.

9. The statement (z *y) * 2 = 2z * (y * z) must be checked for each substitution
of elements from the set {e,a} in place of the symbols x, y, z. There are eight
statements to check altogether.

11. First explain how to check the table to see if there is an identity element e for
the operation. (If there is none, then no inverses exist.) Assuming that e exists,
the element e must appear in every row of the table for inverses to exist. Having
checked that, it remains to carry out an appropriate check of the columns of
the table.

13. (a) yes, yes, no (c) yes, yes, yes (e) yes, no, no
15. If e is an identity for *, then

ra+se=axe=exa=re+ sa, Va€cZ.

Consider the consequences when a # e.

SECTION 6.2
1. (a+b)c=cla+Db) since multiplication is commutative
=ca+cb by the left-hand rule in (6.7)

= ac+ bc since multiplication is commutative.
3. (a) By using the distributive laws we obtain
(a+b)(c+d)=(a+b)c+ (a+b)d = ac+ bc+ ad + bd.

5. Suppose that for some a € Z we have 0-a = b # 0. Then, from the properties
discussed in the text, we deduce that

a=1-a=(14+0)-a=1-a+0-a=a+b.

Now add —a to both sides of this equation to get a contradiction.
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7. Use 6.11.
9. Define “<” in a way modelled after the definition of “<” in 6.11.

SECTION 6.3

1.

From the hypothesis, we have b = ax and ¢ = ay for some z,y € Z. This
observation will lead to the result.

3. Notice that if x € R, then
] =2 & xz€l.

7. After the sieving procedure is complete, thirty primes should remain on your
list of integers.

9. It suffices to show that n is divisible by 2 and by 3. Achieve these goals one
at a time. (The division algorithm (6.17) will be helpful for this purpose, with
k=a.)

13. The expression on each side of the alleged equation represents a positive integer.
It is enough to check that each of these is a divisor of the other.

17. Refer to the proof of Theorem 6.31 for the strategy.

19. Remember Pythagoras!

21. The least common multiple is 9,447,438.

SECTION 6.4

1. (a) true (c) false (e) true (g) false

3. Write n in the form 2k 4 1 for some integer k.

5. (b) Recall the formula 1+2+43+---+k = k(k+1)/2, and use the test (6.46)

for divisibility by 9.

7. Refer to Example 6.40(a).

9. Use Theorem 6.45.

11. (b) As part of the solution, show that if z,y € {0,k,2k,...,(m — 1)k} and
x =y (mod m), then z =y. Next apply part (a) to each element of the
set {0,k,2k,...,(m — 1)k}.

15. Use a proof by contradiction. The equation 2% = (2%)* will be helpful.

17. (b) 131123031

19. Use Theorem 6.48 as a guide.

SECTION 6.5

1. (a) ¢(9) =6, ©(20) =8, (37) = 36.
(b) The numbers not relatively prime to p* are p,2p,3p,...,p" !p; therefore

p(p") =p* —pFt.
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3. (a) Ifp=ab,withl <a <p—1,thena| (p—1)!; and also (from the hypothesis)

we have a | ((p — 1)! + 1). Therefore, a | (((p — 1)! + 1) — (p — 1)!); that is,
a | 1, contradicting the fact that a > 1.

5. We have 2340 _ 2256+64+16+4 — 2256 . 264 . 216 . 24' But

2! = 16

216 — 65536 = 64 (mod 341)
232 = 64 = 4 (mod 341)
264 = 42 = 16 (mod 341)
2128 = 256 (mod 341)
2256 = 65536 = 64 (mod 341)

Therefore, 2340 = 64 - 16 - 64 - 16 = 1048576 = 1 (mod 341).

7. (a)

(b)
9. (a)

683 =512+ 128 +32+8+2+1 (=29 427425423 421 +20)

683 in binary: 1010101011

We can write m; = pi*---pd, mg = pfffll - p2 with the p;’s distinct,
since (my,m2) = 1. The hypothesis gives that my | a — b and ma | a — b,
hence p;" | a — b for all . Therefore p; appears to some power > «; in the
standard factorization of a —b. Thus ([[i, pi") | a —b. That is, a = b
(mod mims).

Let # € Z. By part (a) it suffices to check the congruences z° = z (mod 2)
and
% =2 (mod 5).

SECTION 6.6

1. (a)

©(360) = (23 -32.5)=360-1-2.4 = 96.

2 3 5

3. Write m = pi"* -+ p& and n = mk = pfl---pETpffll---pft, with o; < §; for
1 << r. Then

@(m):m}i[l(l_?%) and @(n):n}i{(l—i):@(m)-(k‘ f[ <1—i>>

i=r+1

5. (8) # p(4) - (2)

7' Z::

9. (a)

(b)

0 So(pi) = 1"‘2::1 Sp(pi) = 1"‘2::1 (pi_pi_l) = p". (The sum “telescopes.”)
Since n = gt + r, there are ¢ numbers in N,, that are divisible by ¢, namely
t,2t,...,qt. But [¥] = [¢+ 7] = ¢, since 0 < r < q.

From part (a), we have |As| = 200, |Ag| = 166, and |Ag| = 125. Moreover
|A5 ﬂA(;’ = |A30| = 33, |A5 ﬂAg‘ = |A40| = 25, |A6 ﬂAg‘ = |A24| =41, and
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|A5 N A6 N A8| = |A120| = 8. Then
| A5 N7Ag N As| = 1000 — (| 45| + | Ae| + |Ag])
+ (‘A5 N A6| + ‘A5 N A8| + ‘A(; ﬂAgD — |A5 NAgN A8|
= 1000 — (200 + 166 + 125) + (33 + 25 + 41) — 8 = 600.

SECTION 6.7

1. Consider a prime divisor p of (n — 1)! — 1. (Why does p exist?)
3. (i) and (ii). Note that p must be odd.

1 = /1\"
5 If m > 2 th = — | .
m =2 then — §:<m)

1
m n=0

SECTION 6.8
If a € Z%5, then ordasa | 22.

(ab)™¥ = (a”)? (by)‘””
Consider go( )
Use r; = 7“2 (mod ¢(m)).

(i) Compute ¢(¢(18)).
11. Consider ordygs 2.

Sry T

© N oot

SECTION 6.9

This is the Mobius function.
Use Corollary 6.90.

(i) 7(n) = Xgn 1

(i) (f*D)(n) =2 g f(d).

(ii) g = f = I, and get a similar formula for f.

No W e

9. Both functions are multiplicative. (Why?) Compare their values on prime pow-
ers.

11. The key is computing (u * p)(p®) if p is prime.

SECTION 7.1

1 (a) 54+2 (c) =i (e) 5 (g) 2—2i

7. The complex number cos § + isin § is one such number.

9
9. (b) The exercise reduces to finding the points of intersection of two circles.
11. The average of the real parts of the given numbers is the real part of the midpoint,
and similarly for the imaginary part.

13. (b) These points occupy the vertices of a regular octagon centered at the origin.
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15. There are examples of the indicated kind.
17. (a) In Rz]:

1= D@+ ) =(—- D +z+1)(z+1)(2?—z+1).

2% —1=(z—1) (m—i—l_;\/g) <x+1+2i\/§>

X (x+1) (CE— 1+2i\/§> (m— 1_;\/§>

In Cl[z]:

SECTION 7.2

1. Any ring containing Z and ¢ must contain products and sums of products of
elements in Z U {i}.

3. Consider how many ordered pairs (a,b) of integers satisfy a? + b* < 20.

a+bi a1 2ab . o _
. o _bi 2102 + 2R When is this in Z[i] ?
1847 91 —13¢
7. (i) 5_:_; = 2% Z. Choose g = 3.

9. (i) Use the method of Example 7.26.
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D,, 212
P(A), 71
S, 197
#5, 145
3* 279
Ng, 170
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Z-primes, 367
a| B, 363
o(n), 336
I, 105

S, 105
0, 310

a|b, 287

atb, 287

g, All4
n-factorial, 105
n-set, 197
n-tuple, 124

absolute value, 286, 352
absorption, 29
acyclic graph, 269
addition rule, 149, 194
adjacent

edges, 261

vertices, 261
V =

algebraic

structure or system, 278
algorithm

division, 290

Euclid’s, 293

greedy, 122
alphabet, 176, 179
alternating group, 241
and, 7
argument, 353
arithmetic function, 336
Artin conjecture, 334
Artin, Emil, 334
associate, 366
associative, 29, 61
associative law, 133
automaton, 179
axiom

separation, 41
axioms, 2

base, 306
for logarithms, 330
Bertrand’s postulate, 47
bijection, 123
binomial, 253
coefficient, 253
theorem, 253
blocks, 83
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cancellation, 136
cancellation law, 285, 310
Cantor’s theorem, 162, 171
Cantor, Georg, 126, 162
cardinal number, 143
cardinality, 143
Carmichael’s conjecture, 320
Cartesian product, 78, 152
casting out nines, 309
Cayley, Arthur, 274
characteristic function, 116
closed walk, 267
closure

reflexive, 89, 94

transitive, 89
code, 130
codeword, 156
coeffient, 112
collection, 38
combination, 243
common divisor, 291
commutative, 29, 133, 199
complement, 58
complete graph, 264
complete system of residues, 314
completely multiplicative function, 321
completing the square, 120
complex conjugation, 357
complex number system, 350
complex plane, 351
complex roots of unity, 356
components of a graph, 269
composition, 131
concatenation, 279

of languages, 187

of words, 185
conclusion, 12
condition

necessary, 13

sufficient, 13
conditional statements, 12
congruence, 302
conjugation

complex, 357

conjunction, 7
connected
graph, 268
vertices, 268
connective, 6
contradiction, 30
contrapositive, 25
converse, 14
coordinate, 124
countable set, 165
countably infinite set, 165
counting, 145
cryptography, 346
public key, 347
cryptosystem
El Gamal, 348
RSA, 347
cycle, 218, 269
cycles
decomposition into, 222
disjoint, 219

dagger, 30
De Moivre’s formula, 355
De Morgan’s laws, 28, 61
Decartes, René, 64
decimal digit, 305
Dedekind, Richard, 175
definition, 23
degree, 265
derangement, 322
detachment

law of, 20
diagonalization, 126, 171
dihedral group, 212
Dirichlet convolution, 344
discrete logarithm, 331
discrete logarithm problem, 348
disjoint, 70

pairwise, 70
disjoint cycles, 219
disjoint sets, 60
disjunction, 9
distance, 130



between complex numbers, 361

in a graph, 275
distributive, 29, 61
laws, 285
divide-and-average, 124
divides, 287
in Z[i], 363
divisibility
by 11, 306
by 9, 305
tests for, 305
division algorithm, 221, 290
in Z[i], 364
divisor, 196, 287
common, 291
greatest common, 291
proper, 287
domain, 110
double negation, 29

edge, 73, 261
edges, 181
El Gamal cryptosystem, 348
element, 38
empty set, 43

uniqueness, 43
empty string, 177
encryption

affine, 346
ends of an edge, 261
equipotent, 143
equivalence

logical, 25-27

material, 14
equivalence class, 89
equivalence relation, 88

induced by a partition, 92
equivalent

circuit, 34
equivalent propositions, 14
Fuclid, 288, 339
Euclidean algorithm, 293
Euclidean algorithm in Z[i], 366
Euler’s -function, 278

INDEX =

Euler’s p-function, 310

formula for, 318
Euler’s theorem, 310, 328, 347
Euler, Leonhard, 309, 323, 325, 339
exponents

laws of, 216
extension, 114

factor, 287
factorial, 105
factorization
nontrivial, 363
standard or canonical, 297
trivial, 363
factorization problem, 347
family, 38
Fermat
number, 4
numbers, 322
Pierre de, 42, 322
primes, 323
Fermat’s
last theorem, 42
theorem, 311
field, 282
finite set, 145
finite-state machine, 179
function, 110
arithmetic, 336
bijective, 123
ceiling, 117
characteristic, 116
completely multiplicative, 321
composition, 131
constant, 111
equality, 113
floor, 117
graph, 113
greatest integer, 114
injective, 119
inverse, 135
Mobius, 340
multiplicative, 321, 336
nearest integer, 117
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one-to-one, 119

polynomial, 112

restriction, 114

transition, 112

truth-value, 112
fundamental theorem of algebra, 355
fundamental theorem of arithmetic, 169,

296
in Z[i], 366

G-primes, 363
G-units, 363
Godel, Kurt, 23
gate, 31
Gaussian integers, 362
Gaussian primes, 363
Gaussian units, 363
ged, 292
Goldbach conjecture, 289, 337
graph, 181
acyclic, 269
center of, 275
cocktail party, 266
complete, 264
complete bipartite, 264
connected, 268
diameter of, 275
directed, 95, 262
empty, 264
finite simple, 261
of an equivalence relation, 91
order, 261
planar, 264
radius of, 275
regular, 266
greatest common divisior
in Z[i], 365
greatest common divisor, 291
greatest integer function, 114, 117
group, 281
alternating, 241
dihedral, 212
symmetric, 197, 281

handshaking theorem, 265

hef, 292

highest common factor, 292
Hilbert, David, 162
hypothesis, 12

idempotency, 29
identity element, 279
image, 110, 118
imaginary axis, 351
imaginary part, 352
implication
logical, 31
material, 12
incident, 261
inclusion
proper, strict, 56
inclusion-exclusion, 315, 316
inclusion-exclusion principle, 150
index, 63
with respect to a primitive root, 331
index set, 63
indexed set, 119
induction, 97
infinite set, 145
injection, 119
integers, 41
intersection, 59, 67
inverse, 281
in Zy,, 328
permutation, 215
inverse function, 135
irrational number, 172
isomorphism, 212, 214
graph, 263

language, 178
accepted by an automaton, 183
regular, 184
law
cancellation, 285, 310
transitive, 286
trichotomy, 286
laws of exponents, 216
least common multiple, 228, 298
lexicographic ordering, 177



logarithm, 330
discrete, 331

Mobius function, 340
Mobius Inversion Formula, 341
Mobius, August, 340
map, 111
mapping

identity, 111

inclusion, 111
marriage problem, 121
membership, 38

symbol, 38
Mersenne prime, 338

largest known, 340
Mersenne, Marin, 338
minimization, 34
modulus, 302
modus ponens, 20
multinomial coeflicient, 256
multiple, 103, 287
multiplication, 350

geometric interpretation, 355
multiplicative function, 321, 336

natural numbers, 41
negation, 6
neighbor, 261
nontrivial factorization, 363
number

perfect, 338

one-to-one, 119

one-to-one correspondence, 123, 143

operation, 278
associative, 279
commutative, 199, 279
or, 9
exclusive, 9
inclusive, 9
orbit, 218, 223
ord,,a, 328
order
of a permutation, 221, 227
order modulo m, 328

INDEX

ordered pair, 76
ordering
linear or total, 96
partial, 95
orientation, 235

pairwise disjoint, 149
pairwise relatively prime, 324
parity, 84
partition, 83

finer, 93

induced, 91
Pascal’s

formula, 246

triangle, 246
path, 267
perfect number, 338
permutation, 196

even, 237

odd, 237

orbits, 223

order, 221, 227

parity, 237

sign, 235
pigeonhole principle, 146
polar coordinates, 65, 352
polar form, 353
Polya, George, 324
power set, 71, 162
pre-image, 110
prime

Mersenne, 338
prime number, 4, 104, 169
primes

Fermat, 323

Gaussian, 363
primitive root, 328
primitive term, 38
principal value, 361
probability, 249
product, 350

of permutations, 198
product rule, 151, 152, 195
product symbol, 105
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projection, 132 riffle, 230
proof, 2 riffle shuffle, 332
by contradiction, 24 ring, 282
direct, 20, 54 commutative, 282
indirect, 24 root
strategy, 18 tree, 73
proposition roots of unity, 356
biconditional, 14 RSA cryptosystem, 347
propositions, 3 Russell’s paradox, 45
atomic, 10 Russell, Bertrand, 2, 46

public key cryptography, 347
pumping lemma, 185
pure imaginary, 352

Schréder—Bernstein theorem, 161
secret key, 347
semigroup, 281

quantifier sentence, 1
existential, 47 sentential
universal, 47 forms, 7

quotient, 290 variables, 7

sequence

range, 118 finite, 123

ratlona'l numbers, 41 infinite, 123

real axis, 351 set. 38

real numbers, 41 containment, 53

real part, 352 difference, 58
reductio ad absurdum, 24 equality, 38

reduct?on modulo m, 327 inclusion, 53
reduction mod m, 312 universal, 58

regular n-gon, 211 well-defined, 40
regular graph, 266 Sheffer stroke, 30
relation, 86 shuffle
antisymmetric, 95 riffle. 332
empty, 86 riffle, perfect, or faro, 230
equivalence, 88 sign, 235
reﬂexwe,. 87 spanning
symmetric, 87 forest, 273
transitive, 87 tree 2’73

universal, 86

standard factorization, 297
relatively prime, 301, 309, 324

. state, 179
remainder, 290 final, 179
replacement principle, 28 initial. 179
res?due, 311 state graph, 181
residues statement, 1
complete system of, 314 forms., 7
restriction, 114 letters’ 7

reversal, 235



statement form, 16
statement letters, 16
string, 129, 177, 196
subgraph, 268
subset, 53

proper, 56
successive squaring, 312
summation symbol, 105
sums of two squares, 369
surjection, 118
surjective, 118
symmetric difference, 62
symmetric group, 197, 281
symmetry, 207, 208
system of distinct representatives, 121

tautology, 17, 27
trail, 267
transformation, 111
transition diagram, 181
transition function, 179
transposition, 233
tree, 269

decision, 73
triangle inequality, 130, 275, 286
trivial factorization, 363

INDEX

truth functional, 4
truth table, 7
truth value, 3
twin primes, 289

uncountable, 165
union, 59, 67
units

of a ring, 363
universal set, 47

variable, 46

Venn diagrams, 59

vertex, 73, 181, 261
degree of, 265
isolated, 261

walk, 267
closed, 267
trivial, 267
well-formed formula, 16
Whitehead, Alfred North, 51
whole numbers, 41
Wiles, Andrew, 42
Wilson’s theorem, 369
word, 177
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