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up completely passages in it that might possibly puzzle the 
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the main ingredients of Gödel’s proof: arithmetization, strong 
representability, and the Fixed Point Theorem in a layered 
fashion, returning to their various aspects: semantic, syntactic, 
computational, philosophical and mathematical, as the 
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independent statements, due to H. Friedman, Weiermann 
and Paris-Harrington. It examines the question whether the 
incompleteness of e.g. Peano Arithmetic gives immediately 
the undecidability of the Entscheidungsproblem, as Kripke has 
recently argued. It considers set-theoretical incompleteness, 
and finally considers some of the philosophical consequences 
considered in the literature.
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Gödel’s Incompleteness Theorems 1

Introduction
The life of the mathematician is governed by the following two simple
principles: for any mathematical assertion A, if it has a proof it is true, and
conversely, if A is true – that is, if A is to be granted the status of a theorem –
A must have a proof.
Into this neat correspondence between mathematical truth and mathematical

proof, indeed into this soundest and most venerable of all the human sciences,
namely mathematics, Gödel introduced a small, filament-like crack – albeit
with a number of essential caveats. And whether mathematicians will ever
have to face the consequences of Gödel’s theorems, or whether a cordon sani-
taire exists around mathematics, immunizing its core areas from the effects of
incompleteness, as some have conjectured,1 the fact is that mathematics had
changed forever after 1931 – for those who cared to ponder the matter.
The Incompleteness Theorems: what are they about? What do they say

about the mathematician’s everyday concept of truth – not to mention every-
one else’s? Do the Incompleteness Theorems have even broader implications,
for example for the computational nature of the mind, or for quantum phys-
ics, or, as some have suggested, for the organization of society and the logical
consistency of self-government? Concerning the proof, which is based on the
Liar Paradox, is it a “parlor trick,” as Gödel suggested to Kreisel on a walk one
day?2 Or is it a masterpiece of logical methodology?
The logician has questions of their own: are the Incompleteness Theorems

fundamentally about self-reference, about the existence of fixed points for
formulae in, say, the language of arithmetic? Do they rely essentially on diag-
onalization and paradoxes? Or are there diagonal/self-reference–free proofs of
them? Can semantic notions such as truth and definability be eliminated from
the statement of the theorems and their proofs and, if so, are the syntactic ver-
sions purely syntactic? How tied to the language of arithmetic, or indeed to any
particular language, are they? To which formal systems do they apply?
In this Element we weigh in on the logician’s sharper questions, setting

aside the broader questions raised by political scientists, theologians, and
others.3 In spite of Gödel’s early worries about their generality, the Incom-
pleteness Theorems have turned out to be incredibly plastic, appearing in as
many different (dis)guises and with as many different proofs as a Greek god in
pursuit of amour: syntactic, semantic, abstract or logic-free, liar-free, language-
free, “honest,” that is, such that coding and representability are presented in

1 See Macintyre’s [92].
2 See Kreisel’s Royal Society obituary of Gödel [80].
3 An exception is the Lucas–Penrose debate, which we (briefly) take up in Section 8.
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2 Philosophy and Logic

complete detail; “mathematical,” treelike, arithmetic, nonarithmetic, proof by
recursively inseparable sets, proof by undecidability of the halting problem,
and so forth. And although both theorems are slightly unstable, in the sense
that with a little logical trickery in the form of so-called deviance, for example,
deviant provability predicates, or deviant notation systems, they can be made
to fail,4 they are at the same time remarkably robust.
Of particular interest to us is the classification of the various proofs of

the Incompleteness Theorems into the categories of syntactic and semantic –
categories, as we have argued elsewhere, that can be somewhat changeable.5

Accordingly we here explore the phenomenology of the syntax/semantics dis-
tinction, as seen through the prism of the Incompleteness Theorems. About the
semantic concept of truth in particular, it is striking that in spite of his embrace
of truth as a primitive notion in the 1940s, Gödel goes to great lengths to ban-
ish the concept of truth from the proof of the Incompleteness Theorems – in
deference, as he would later admit, to the anti-metaphysical tenor of the times.
We will also emphasize the role the theorems played in the transition in logic,
and especially in set theory, from a type-theoretic framework to a first-order
one. Gödel’s 19316 very evidently tracks this change.
If one looks back comprehensively on the logic of the 1920s, one can detect

slight indications coming from here and there that something on the order of
Gödel’s 1931was coming, especially from E. Post, and, for the Second Incom-
pleteness Theorem, from Kuratowski.7 It must be said, however, that many
logicians, including Hilbert, hoped and indeed expected the opposite of the
results of 1931. All of this would be swept aside; on the side of premonition,
the technical machinery Gödel invented for the proof went far beyond what had
been done to date; and on the side of those expecting to achieve the goals of
the Hilbert Program, the proof left no doubt that the desiderata of that Program,
as stated, could not be carried out—shaking that program to its foundations, as
Kleene would write, without quite demolishing it.8

It is hard to imagine the undeveloped state of logic prior to 1931 – or nearly
so, considering Tarski’s 1926–8 Warsaw seminar on the elimination of quanti-
fiers, if not the Polish School in logic altogether; or considering Gödel’s 1929
doctoral thesis. Computability theory, which is intimately bound up with the
two Incompleteness Theorems, was in its infancy—in fact Gödel’s 1931 was a

4 See Section 4.1.
5 See [72].
6 Throughout this Element we follow the numeration of Gödel’s papers as given in the Collected
Works, vols. I–V. So “1931” refers to Gödel’s 1931 paper, while “1931” refers to the year 1931.

7 See Section 5.1.
8 [42], p. 127.
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Gödel’s Incompleteness Theorems 3

central stimulus for the development of that field. The notion of a formal seman-
tics or even the logical notion of a model did not exist at the time, although
semantic notions were relied on sotto voce, more or less, to wit: the structure
of the natural numbers as it is put to use in Gödel’s thesis, and, more overtly,
albeit “piecewise” in Theorems V, IX, and X of Gödel’s 1931. The notion of
truth was famously and vociferously campaigned against by, for example, the
Vienna Circle, even so that the everyday mathematician could still entertain
the idea that in mathematics, truth simply meant the same thing as proof—and
indeed for today’s intuitionist this remains so. Logicians conflated first- and
second- (or higher) order logic, which Gödel’s 1929 Completeness Theorem
definitively separates. Finally, the concept of “finite computation” was not well
understood. Gödel and Herbrand in particular expressed doubts that an ade-
quate definition of the concept could be given, doubts which were only put to
rest in Gödel’s mind in 1936 with the advent of the Turing Machine.
On the level of syntax and semantics, one would be hard-pressed to find

the distinction laid out in, for example, Russell and Whitehead’s Principia,
which is essentially an interpreted system, whereas Gödel’s 1931 draws a
sharp distinction between the two.9 Here is Gödel patiently (or perhaps impa-
tiently) explaining the distinction between name and referent in a 1931 letter
to Zermelo, himself a figure of colossal importance for logic and set theory, in
response to Zermelo’s questioning the proof of the Incompleteness Theorems:

Namely, one can not set

n ∈ K∗ = [R(n); n],

because the symbol complex [R(n); n] has no meaning. A negation stroke,
after all, only hasmeaning with reference to a symbol complex that expresses
an assertion (with reference to the number 5, say, a negation stroke is mean-
ingless). But the symbol complex “[R(n); n]” does not express an assertion.
“[R(n); n]” means about the same as the following [English] words: “that
formula of Principia Mathematica which results from the n-th class sign by
substitution of the number n for the variable.” “[R(n);n]” is not itself that for-
mula . . . those words, however, obviously express no assertion, but are rather
the unique characterization of a formula (that is, of a spatial figure), just as,
say, the words “the first formula of that book” express no assertion, even
if perhaps the formula that is characterized by those words does express an

9 Grattan-Guinness in [52], p. 296 describes the situation thus.

Despite the attention given to the distinction between theory and metatheory in the
1920s with Hilbert’s revival of his proof theory, logicians still tended to conflate sym-
bol and referent; indeed, Professor J. Barkley Rosser once told me in reminiscence
that it was only with Gödel’s theorem that logicians realised how careful they needed
to be in this matter.
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4 Philosophy and Logic

assertion. For each particular number n, “[R(n); n]” thus is a name (a unique
description) for a particular formula (i.e., a spatial figure), and a negation
stroke over it therefore has just as little meaning as [it would], say, over
the formula “5 + n,” which, for every number n, is a name for a particular
natural number. The whole difficulty obviously is due to the fact that in meta-
mathematics there are, besides the symbols for numbers, functions, etc., also
symbols for formulas, and that one must clearly distinguish a symbol that
denotes a formula from that formula itself.10

Does mathematics remember what happened to it in 1931? Almost 100 years
after their publication, the Incompleteness Theorems appear to have had a
minor impact on the life of the workingmathematician.What the theorems have
to say about the undecidability of certain Diophantine equations, for example,
has not really come to the surface outside of logic, if it ever will.
Mathematics goes on in spite of those theorems – a testament, perhaps, to its

great structural stability.

10 [47], pp. 425–427.
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Gödel’s Incompleteness Theorems 5

THE FIRST INCOMPLETENESS THEOREM
1 The First Version of the Proof

Gödel’s proof of the First Incompleteness Theorem asks the viewer to shift their
perspective back and forth, from semantics to syntax and back again to seman-
tics, and back again to syntax. It is a hall of mirrors such as had never before
been seen in mathematics – though diagonal arguments, of which Gödel’s is a
supreme example, had been around at least since the time of Cantor’s proof of
the uncountability of the real numbers (if not earlier).
Gödel’s original, informal, and unpublished (in 1931) proof of the First

Incompleteness Theoremwas semantic in flavor, based as it was on the undefin-
ability of truth versus the definability of the concept of provability with respect
to the arithmetic system S in which he worked, together with the soundness of
the system S. The observation is simply that the set of all S-provable sentences
is a subset of the set of all sentences in the language of S true in the natural
numbers – in fact the former is a definable subset of the latter. But the set of all
sentences in the language of S true in the natural numbers is not definable, on
pain of paradox. Thus the set of all S-provable sentences is a proper subset of
the set of all sentences in the language of S true in the natural numbers.11 From
Gödel’s 1964 letter to van Heijenoort:

Perhaps you were puzzled by the fact that I once said an attempted relative
consistency proof for analysis led to the proof of the existence of undecidable
propositions and another time that the heuristic principle and the first version
of the proof were those given in Sect. 7 of my 1934 Princeton lectures. But
it was precisely the relative consistency proof which made it necessary to
formalize either “truth” or “provability” and thereby forced a comparison of
the two in this respect. By an enumeration of symbols, sentences and proofs
within the given system, I quickly discovered that the concept of arithmetic
truth cannot be defined in arithmetic. If it were possible to define truth in
the system itself, we would have something like the liar paradox, showing
the system to be inconsistent …Note that this argument can be formalized to
show the existence of undecidable propositions without giving any individ-
ual instances. (If there were no undecidable propositions, all (and only) true
propositions would be provable within the system. But then we would have
a contradiction.)
In contrast to truth, provability in a given formal system is an explicit com-
binatorial property of certain sentences of the system, which is formally
specifiable by suitable elementary means.12

Gödel’s conclusion that truth cannot be defined internally in S depends on
arithmetization, namely an injective mapping from finite strings of symbols

11 See Theorem 1.0.1 for the exact proof of this remark.
12 See [47], p. 313.
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6 Philosophy and Logic

into the natural numbers N,13 together with the Fixed Point Theorem. We
explain these two concepts in Sections 2.1.2 and 2.1.5 respectively. Assum-
ing these two concepts are in place, and letting ⌜ϕ⌝ stand for the so-called
“Gödel-number” of ϕ (see below), the undefinability of truth follows:

Theorem 1.0.1 Let T be the set {⌜ϕ⌝ | N |= ϕ}.14 Then there is no formula
θ(x) in the language of arithmetic such that for all ϕ:

N |= θ(⌜ϕ⌝) if and only if N |= ϕ.

Proof. Assume to the contrary that there is such a θ(x). Let ϕ be a fixed point
of ¬θ(x).15 That is,

N |= ¬θ(⌜ϕ⌝) if and only if N |= ϕ.

IfN |= ϕ thenN |= θ(⌜ϕ⌝), a contradiction, by the definition of θ. IfN |= ¬ϕ
thenN |= θ(⌜ϕ⌝), by the definition of ϕ. This is also a contradiction, asN |= ¬ϕ
implies N |= ¬θ(⌜ϕ⌝), by the choice of θ.

With the above theorem in place, Gödel could now derive the initial version
of the First Incompleteness Theorem. Thus if P denotes the set of all Gödel-
numbers of statements provable in S (under some suitable coding of those sen-
tences fixed in advance), and T is again the set {⌜ϕ⌝ | N |= ϕ}, where ⌜ϕ⌝
denotes, as above, the Gödel-number of ϕ, then:

Theorem 1.0.2 P is a proper subset of T .

Proof. By soundness, if ⌜ϕ⌝ ∈ P, i.e., ϕ is provable, then ϕ is true. Thus
⌜ϕ⌝ is an element of T , i.e., P is a subset of T . P is definable in S by a
formula in the language of S, recalling Gödel’s remark above that “In contrast to
truth, provability in a given formal system is an explicit combinatorial property
of certain sentences of the system, which is formally specifiable by suitable
elementary means.” If P were identical to T , then T would be definable in S
by that same formula. But T is not definable by any arithmetic formula, by the
above Theorem 1.0.1. Thus P ⊊ T .

The theorem that truth is undefinable in the above sense is usually attributed
to Tarski, who published the proof in 1933 and the German translation in 1936
[124]. Gödel clearly had Tarski’s theorem in some form already in 1930. As
for the question of priority related to the theorem on the undefinability of truth,

13 In this Element the notation “N” is used to denote both the set of natural numbers and the
standard model of arithmetic. It will be clear from the context which is meant.

14 The notation “N |= ϕ” means that ϕ is true in the standard model N.
15 For a proof of the Fixed Point Theorem, which Gödel clearly knew in 1930, see Section 2.1.5.
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Gödel’s Incompleteness Theorems 7

Gödel refers to Tarski in a footnote added at this point in the 1965 reprinting
of his 1934 Princeton Lectures, albeit somewhat acidly.16

In these 1934 Princeton Lectures Gödel ponders self-reference, remarking
that Russell and Whitehead’s prohibition of all self-referential statements is
“too drastic.”17 He cites the Fixed Point Theorem as a counterweight, as it pro-
vides a way, given “any metamathematical property f which can be expressed
in the system, to construct a proposition that says of itself that it has this
property.”18

Gödel inserts the “first version of the proof,” as he calls it, into section 7
of his 1934 Princeton Lectures, as mentioned in the above quote. Why didn’t
Gödel publish this first version, or even mention it, in his 1931 paper?19 He
later ascribed this to the “philosophical prejudices of the time”:

I have explained the heuristic principle for the construction of propo-
sitions undecidable in a given formal system in the lectures I gave
in Princeton in 1934 …The occasion for comparing truth and demon-
strability was an attempt to give a relative model-theoretic consistency
proof of analysis in arithmetic. This leads almost by necessity to such a
comparison.
However in consequence of the philosophical prejudices of our times 1.
nobody was looking for a relative consistency proof because i[t] was con-
sidered axiomatic that a consistency proof must be finitary in order to
make sense. 2. a concept of objective mathematical truth as opposed to
demonstrability was viewed with greatest suspicion and widely rejected as
meaningless.20

Gödel often spoke in this vein, that is, about the philosophical or positiv-
istic prejudices of the time, and indeed his published proof demonstrates the
great care he took in order to accommodate such prejudices. Unlike his ini-
tial, informal proof, the published proof avoids to the degree possible semantic
notions such as the notion of a model, of soundness, or of satisfaction in a

16 “For a closer examination of this fact see A. Tarski’s papers 1933a…” [42], p. 363. For more
on the question of priority with regard to the Undefinability of Truth Theorem see Feferman’s
[22]. See also Woleński’s [138]. Gödel also may have gone some way beyond Tarski’s theorem
in 1931 in the matter of model-theoretic semantics, based on the evidence of the mysterious
footnote 48a of 1931. On this point see Gödel’s correspondence with Zermelo in the Collected
works [47]. We discuss footnote 48a in Section 2.4.1.

17 [42], p. 362.
18 [43], p. 362.
19 The heuristic or, in Gödel’s words, “nonbinding” proof sketch of the First Incompleteness

Theorem that Gödel gives at the beginning of 1931 resembles more the proof from a noncom-
putable set given in Section 2.5.1 than the original proof, though it does employ the concept
of soundness. See Gödel’s correspondence with Zermelo in [47] for Gödel’s use of the term
“nonbinding.”

20 Gödel’s unsent letter to Balas, undated, [46], p. 10.
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8 Philosophy and Logic

structure.21 The caveat “to the degree possible” is meaningful; Gödel relies
on a somewhat semantic condition of ω-consistency in his proof, an assump-
tion that was later eliminated by Rosser [113], and the published syntactic
proof has other semantic aspects, which we take note of as the particular issue
arises.
Feferman explains Gödel’s avoidance of the concept of truth in his 1931 thus,

citing the above excerpt from Gödel’s unsent letter to Balas:

Here, in a crossed-out passage in an unsent reply to an unknown gradu-
ate student, I think we have reached the heart of the matter. Despite his
deep convictions as to the objectivity of the concept of mathematical truth,
Gödel feared that work assuming such a concept would be rejected by the
foundational establishment, dominated as it was by Hilbert’s ideas. Thus he
sought to extract results from it which would make perfectly good sense
even to those who eschewed all nonfinitary methods in mathematics . . .
Even more, once Gödel realized the generality of his incompleteness results
it was natural that he should seek to attract attention by formulating them
for the strong theories that had been very much in the public eye: theories
of types such as PM and theories of sets such as ZF (Zermelo-Fraenkel).
But if the concept of objective mathematical truth would be rejected in the
case of arithmetic, should not one expect an even greater negative reaction
to the case of theories of types or sets? All the more reason, then, not to
have any result depend on it, and no need then to express one’s convictions
about it.22

Feferman’s analysis notwithstanding, there is always the (rather remote) pos-
sibility that Gödel excised the concept of truth from the First Incompleteness
Theorem on the basis of hesitations of his own that hemay have held at the time.
Seen in this light, the First Incompleteness Theorem may provide evidence for
an anti-truth stance, however short-lived.23

21 Gödel does invoke soundness in the informal sketch of the proof given at the beginning of 1931.
Also, Gödel’s Theorem V relies on the concept of “piecewise” truth in the standard model. We
discuss this point below in Section 2.3.1.

22 [24], pp. 160–161.
23 Evidence for this is somewhat sparse in the record, but it is there. See, for example, Gödel’s

remark in his 1933 Cambridge address:

The result of our previous discussion is that our axioms, if interpreted as meaningful
statements, necessarily presuppose a kind of Platonism, which cannot satisfy any
critical mind and which does not even produce the conviction that they are consistent.

[45], pp. 49-50. For a fuller discussion of this matter see Davis’s “What did Gödel believe and
when did he believe it?” [13]. See also Parsons, Platonism and mathematical intuition in Kurt
Gödel’s thought [107]. We do not attend here to the subtleties regarding the nature of Gödel’s
Platonism, its relation to truth, and in particular to what Gödel himself may have meant by the
term in 1933.
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Gödel’s Incompleteness Theorems 9

Putting the role of truth aside for themoment, Gödel’s piercing clarity regard-
ing the syntactic and semantic aspects of the proof can be seen in the fact
that Gödel is always scrupulous to separate those elements of the proof that,
in his words, “have nothing to do with the formal system P”24 from the for-
mal concepts. In the instance just quoted, Gödel is observing that the concept
of a number-theoretic function being defined recursively from other number-
theoretic functions is, simply, formalism-independent. This as it might be called
“schematic” or modular approach made it easy for logicians to generalize the
proof to a range of formal and informal settings subsequently, an enterprise
that continues vigorously to this day.

2 Gödel’s “Intuitionistically Acceptable” Second Proof
of the First Incompleteness Theorem

2.1 Ingredients of the Proof
In our presentation of Gödel’s 1931 proof we largely conform to Gödel’s
original presentation, though we adopt, as is usually done, a first-order setting
rather than working in type theory. For a treatment of the proof including any
details omitted here the reader is referred to Lev Beklemishev’s brilliant survey
[4], and to Kleene’s introduction to [40], two of the deepest commentaries on
the Incompleteness Theorems in the ocean of literature on them.
The formal system for which the Incompleteness Theorems were proved is

a version of the simple (unramified) theory of types with the (second-order)
Peano axioms adjoined. Using rather PA as the base theory,25 the ingredients
of the proof are as follows.

2.1.1 ω-consistency

We let n stand for the numeral term s(s(· · · s(0) · · · )), where s is the successor
function symbol of the theory PA, the number of applications of the function
s is n, and 0 denotes the constant term zero. We now state the definition of
ω-consistency.

Definition 2.1.1 Let T be a theory extending PA.26 We say that T is ω-
consistent if it is not the case that there is a formula ϕ(x) in the language of
T such that the following hold simultaneously:

24 [40], p. 157.
25 See the Glossary for the signature of PA, and a list of the Peano axioms.
26 Alternatively, T can also be one of theweaker theoriesQ or R. See the Glossary for the definition

of Q and R.
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10 Philosophy and Logic

(i) T ` ∃xϕ(x).
(ii) For all n, T ` ¬ϕ(n).

Note that ω-consistency is weaker than (the semantic condition of) sound-
ness; at the same time it is stronger than (the syntactic condition of) mere
consistency. Of course, ω-consistency implies consistency.

2.1.2 Arithmetization/Gödel-Numbering

Arithmetization (a.k.a. Gödel-numbering) is a one-to-onemapping of finite for-
mal strings of the language of PA into the natural numbers. In Gödel’s 1931
coding every element of the signature is assigned a distinct odd number; strings
of symbols are then encoded with the help of the prime numbers via the map-
ping: 〈n1,n2, . . . ,nk〉 7→ 2n1 · 3n2 · · · pnkk , where pk is the k-th prime. In this way
any formula or sentence ϕ corresponds to a number, its Gödel-number ⌜ϕ⌝;
and given any natural number, the formula it encodes (if the number is
the Gödel-number of a formula) can be recovered from its Gödel-number
because of prime factorization. Now it is easy to see that finite sequences
of formulas can be encoded; notably, finite proofs can now be assigned a
Gödel-number.
When it comes to the definability of coding, there is a subtlety here involving

the β-function, so-called (see below). The above coding is not in any obvi-
ous way definable (unless we have the exponential function in the vocabulary)
and while the (iterated) Cantor pairing function can be used to encode a finite
sequence of any given length n, for each n the formula used to encode the
sequence is different.27 However with the β-function one has a single formula
in plus and times that can encode sequences of any given length. Gödel uses the
β-function later in the paper to show that the undecidable sentences constructed
therein are arithmetic.

2.1.3 Primitive Recursion

Gödel defines the class of primitive recursive functions, as they are now
known, or, as Gödel calls them, the “recursive” functions. In contrast to Gödel-
numbering, which was a complete innovation at the time, primitive recursion
was known.28 The primitive recursive functions are defined as follows:

27 See Section 2.3.1 for the definition and an application of the β-function.
28 The phrase “primitive recursive” was coined by Rózsa Péter in 1928, the year Wilhelm Acker-

mann proved the existence of a recursive function that is not primitive recursive. See [3]. The
primitive recursive functions appear as early as in Richard Dedekind’s 1888What are numbers
and what should they be? [17].

https://doi.org/10.1017/9781108981972 Published online by Cambridge University Press

https://doi.org/10.1017/9781108981972


Gödel’s Incompleteness Theorems 11

Definition 2.1.2 A function f from Nn to N is an initial function if it is either a

(i) constant function, that is, one of: f(x1,x2, . . . ,xn) = k, k ∈ N,
(ii) projection function, that is, one of: f(x1,x2, . . . ,xn) = xi, 1 ≤ i ≤ n,
(iii) the successor function: f (x) = x + 1.
A function f is said to be defined by primitive recursion from functions g

and h if

f(0,x1,x2, . . . ,xm) = g(x1,x2, . . . ,xm),
f(n + 1,x1,x2, . . . ,xm) = h(n, f(n,x1,x2, . . . ,xm),x1,x2, . . . ,xm).

A function f from Nk to N is primitive recursive (p.r.) if it is an initial function
or if it belongs to the class of functions obtained by closing the initial functions
under the operations of composition and primitive recursion.
An n-ary relation is said to be primitive recursive if its characteristic

function is.

After proving some basic theorems about primitive recursion, Gödel then
shows directly, that is, without the use of the β-function (see below), that the 45
metamathematical relations and functions needed for the first incompleteness
theorem are primitive recursive. This follows from the fact that they can all be
seen to be constructed according to the procedures given in his Theorems I–IV,
or by finite iterations of them.29 For example, “formula,” “axiom,” “immediate
consequence,” and, crucially, “substitution,” are all primitive recursive. The
46th relation, Bew(x), or “x is the Gödel number of a provable formula,” is of
Σ1-form, that is, it has the form of a primitive recursive predicate “B(y,x)” or “y
is the Gödel-number of a proof of the formula with Gödel-number x” preceded
by an (unbounded) existential quantifier.30

2.1.4 Strong Representability or, in Gödel’s Terminology, “Decidability”

Gödel now shows in what is Theorem V31 of the paper that the primitive recur-
sive functions and relations are what he will call decidable in PA or, as is said
now, strongly representable:32

Theorem 2.1.3 (Theorem V) Let R be an k-ary primitive recursive relation.
Then there is a formula ϕR(x1, . . . ,xk) in the language of PA such that:

29 [42], p. 159.
30 B and Bew stand for Beweis and Beweisbar respectively. For the definition of the arithmetic

hierarchy, of which of Σ1 formulas are a part, see Section G.5.
31 In this book we follow Gödel’s numeration of the theorems in the paper 1931. E.g., Gödel’s

decidability theorem is Theorem V; the First Incompleteness Theorem is Theorem VI; the
Second Incompleteness Theorem is Theorem XI.

32 Other names for decidability include “binumerable” and “numeralwise expressible.”
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12 Philosophy and Logic

(i) R(n1, . . . ,nk) implies PA ` ϕR(n1, . . . ,nk).
(ii) ¬R(n1, . . . ,nk) implies PA ` ¬ϕR(n1, . . . ,nk).

Gödel proves Theorem V by induction on the degree of ϕ, where the degree
of a primitive recursive function is defined to be the length of the shortest
sequence of number-theoretic functions ϕi occurring in the primitive recursive
definition of ϕ.
This is a decisive moment in the proof, as with Theorem V Gödel can now

show, in one fell swoop, that the forty-five constructively defined, primitive
recursive relations defined in the previous step are strongly representable in
PA. As Kleene puts it in his introductory essay,33 Gödel’s strategy here is to
“mass produce” the strong representability of each of the forty-five relations
he needs for the main theorem, by simply proving that any primitive recursive
relation is strongly representable in his system.

2.1.5 The Fixed Point Theorem

The Fixed Point Theorem, also called the Diagonalization Lemma, was not
isolated as an independent theorem by Gödel; he only derived the particular
instance of it that was needed.34 In his Princeton Lectures 1934Gödel proceeds
as in 1931. However, in section 7 of 1934 he refers to the theorem explicitly,
crediting Carnap’s [9].35 It is easy to see that the Fixed Point Theorem does
not depend on the form of the provability predicate. The only constraint on the
theory T for which it is proved is that T extends Robinson’sWeak ArithmeticQ,
which is finitely axiomatizable, or the weaker theory R, due to Tarski,36 which
is not finitely axiomatizable. In fact even weaker theories suffice, though this
may raise questions of intensional adequacy.37

The statement and proof of the Fixed Point Theorem are as follows:

Theorem 2.1.4 (Fixed Point Theorem) If φ(x0) is a formula of PA, then there
is a sentence ψ such that:

PA ` ψ ↔ φ(⌜ψ⌝).

33 [42], p. 131.
34 See Section 2.3.2 for the exact place.
35 See Gödel’s footnote 23 on p. 363 of [42].
36 The theory R is also due to Robinson.
37 We discuss intensional adequacy below in Section 4.4. As it turns out, the theories R and Q

are essentially undecidable, meaning that every consistent extension having the same constants
is undecidable. See Tarski’s Undecidable theories [125]. There is a significant literature on
the minimality of Q and R with respect to the Incompleteness Theorems, in particular on the
question how weak the theory can be and the First and Second Incompleteness Theorems still
apply to it. [55] is a standard source.
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Gödel’s Incompleteness Theorems 13

Proof. By a “word” we mean below a string of symbols in the vocabulary of
arithmetic. Let

sub = {(⌜w⌝, ⌜w′⌝, z) : The word w′ is obtained by replacing
x0 in the word w everywhere by the term z}.

It is easy to see that this is a primitive recursive relation on natural numbers.
By strong representability there is a formula σ(x0,x1,x2) of PA such that for all
natural numbers a0,a1,a2:

(a0,a1,a2) ∈ sub⇒ PA ` σ(a0,a1,a2).
(a0,a1,a2) < sub⇒ PA ` ¬σ(a0,a1,a2).

W.l.o.g. x0 is not bound in σ and x0 and x1 are not bound in φ. Let θ(x0) be the
formula ∃x1(φ(x1) ∧ σ(x0,x1,x0)). Note that for any word w:

PA ` θ(⌜w⌝) ↔ φ(⌜w′⌝), (2.1)

where w′ is obtained from w by replacing x0 everywhere by the term ⌜w⌝. Let
k = ⌜θ(x0)⌝ and ψ = θ(k). Now

PA ` ψ ↔ θ(k)

↔ θ(⌜θ(x0)⌝)

↔
(2.1)

φ(⌜w′⌝), where w′ is obtained from θ(x0)

by replacing x0 by the term ⌜θ(x0)⌝(= k)

↔ φ(⌜ψ⌝).

We end this section with the following observation, due to Abraham Robin-
son [111]: the Fixed Point Theorem, in its semantic version, that is, regarded
as holding inN, is actually equivalent to Tarski’s theorem on the undefinability
of truth! To see this, recall that Tarski’s theorem on the undefinability of truth
follows from the Fixed Point Theorem. On the other hand, note that Tarski’s
theorem in its semantic guise states that

¬∃θ∀ϕ(θ(⌜ϕ⌝) ↔ ϕ)
≡ ∀θ∃ϕ(¬(θ(⌜ϕ⌝) ↔ ϕ))
≡ ∀θ∃ϕ(¬θ(⌜ϕ⌝) ↔ ϕ),

where the last line exhibits a fixed point for the formula ¬θ.
We make further remarks on the Fixed Point Theorem in Section 2.3.2.
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14 Philosophy and Logic

2.2 The Proof
Gödel is now in a position to prove the First Incompleteness Theorem:

Theorem 2.2.1 (Theorem VI) Let T be a theory in the language of PA
satisfying:

(i) T is axiomatizable by a primitive recursive set of axioms and rules of
inference adjoined to PA.

(ii) T is ω-consistent.

Then there is a sentence ϕ in the language of T such that neither ϕ nor ¬ϕ is
provable in T.38

Proof. Let B(m,n) denote the relation “m is the Gödel-number of a proof in
T of the formula with Gödel-number n.” By assumption (i), this is primitive
recursive. Note that B(x,y) is strongly representable in T by a T-formula (i.e., a
formula in the language ofT) B(x,y), byGödel’s TheoremVon the strong repre-
sentability of the primitive recursive predicates.39 Following Gödel’s notation,
we let Bew(x) denote the T-formula ∃yB(y,x), and let ϕ be a sentence such that
T ` ϕ ↔ ¬Bew(⌜ϕ⌝).

Claim 1 ϕ is unprovable in T. Assume otherwise, that is, assume T ` ϕ.
Then there would be a T-proof of ϕ with Gödel-number, say, n, i.e. B(n, ⌜ϕ⌝).
By the strong representability of B(m,n), we would have T ` B(n, ⌜ϕ⌝) and thus
T ` Bew(⌜ϕ⌝). But then by the definition of ϕ we have T ` ¬ϕ, contradicting
the consistency of T.

Claim 2 ¬ϕ is unprovable in T. By Claim 1, for all n we have ¬B(n, ⌜ϕ⌝).
By strong representability, for all nwe have T ` ¬B(n, ⌜ϕ⌝). Byω-consistency,
T ⊬ ∃yB(y, ⌜ϕ⌝), that is, T ⊬ Bew(⌜ϕ⌝), i.e. T ⊬ ¬ϕ.

The above theorem also holds for weaker theories. For example, as we stated
above, the Fixed Point Theorem as well as Theorem V hold for Tarski’s the-
ory R, so anything as strong as R, and appropriately effective, suffices. Note
that ω-consistency is only needed here for showing that the Gödel sentence
is independent. The weaker version of the theorem, which establishes a true
but unprovable sentence, does not require this assumption. In fact, the assump-
tion of ω-consistency was eliminated by Rosser in 1936 [113], and replaced
by the weaker notion of consistency. Rosser’s generalization involves apply-
ing the Fixed Point Theorem to the formula R(x): “for all z: either z is not the
Gödel-number of a proof of the formula with Gödel-number x or there is a proof
shorter than z of the negation of (the formula with Gödel-number) x.”

38 ϕ is denoted G in Section 2.3.3.
39 We denote formal objects with upright typeface throughout.
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2.3 Gödel’s Immediate Commentary
Gödel’s first comment on his proof is that the theorem is constructive, being
that “all existential statements occurring in the proof are based on theorem V.”
A curiosity of the proof of the Decidability TheoremV (2.1.3) is that it is proved
by induction on the degree of ϕ, recalling that the degree of a primitive recursive
function is defined to be the length of the shortest sequence of number-theoretic
functions ϕi occurring in the primitive recursive definition of ϕ. The concept
of degree is not constructive, as Kleene shows in footnote d of his introduction
to 1931.40 This undercuts Gödel’s claim41 that his proof of the First Incom-
pleteness Theorem is entirely constructive, based as it is on Gödel’s Theorem
V, that is, his Decidability Theorem. But we can disregard this “slight blemish”
on the proof, as Kleene called it.42 Theorem V, and indeed the constructivity
claim, could have been shown using induction on the structure of ϕ, which is
constructive. Alternatively, as Kleene remarks in the abovementioned footnote,
Gödel could have simply used the length n of the sequence of number-theoretic
functions ϕi occurring in the primitive recursive definition of ϕ he considers in
the proof, that is, not necessarily the least such n.

2.3.1 Decidability Revisited

Gödel now comments further on Theorem V, isolating its key concept, strong
representability, but now in the form of an independent definition, holding of
any relation, not just the primitive recursive ones.

Definition 2.3.1 Let R be an n-ary relation. R is decidable in a theory T in the
language of PA if there is a formula ϕR in the language of T such that:

(i) R(n1, . . . ,nk) ⇒ T ` ϕR(n1, . . . ,nk).
(ii) ¬R(n1, . . . ,nk) ⇒ T ` ¬ϕR(n1, . . . ,nk).

Recall that in Gödel’s proof of the First Incompleteness Theorem strong rep-
resentability, or, as he called it, decidability, was merely a property of primitive
recursive relations, as per Gödel’s Theorem V (2.1.3). By Theorem V, then, all
primitive recursive relations are strongly representable in Gödel’s system, and
indeed in any system extending Robinson’s Q.
In his 1934 lectures Gödel introduces the wider class of general recursive

functions, and proves that they are also strongly representable in the theories to

40 [42], p. 132. One must presumably search through all sequences of number-theoretic functions
occurring in the primitive recursive definition of ϕ in order to find the shortest such.

41 “…we can readily see that the proof just given is constructive; that is …proved in an
intuitionistically unobjectionable manner.” [42], p. 177.

42 [42], p. 131.
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which the First Incompleteness Theorem applies.43 This concept of functions
strongly representable in Peano Arithmetic, namely those functions that are
definable by a Σ1 formula, would provide an alternate model of human effective
computability, equivalent to Turing computability as well as all the other con-
ceptions to date.44Wewill return to the connection between the Incompleteness
Theorems and computability in Section 2.5.
In the interest of analyzing the semantic as well as the finitary content of

the First Incompleteness Theorem we now prove Theorem V in the case of
the exponential function mm2

1 = m3. We use Gödel’s β-function and as usual
we take Peano Arithmetic as our base theory.45 First note that, trivially, the
relations m1 = m2, m1 + m2 = m3, and m1 × m2 = m3 are all strongly rep-
resentable in PA. This follows easily from the axioms governing the behavior
of these functions, and the fact that equality together with the addition and
multiplication functions are part of the language of PA.
We now define the β-function. Recall that the Chinese Remainder Theorem

states that for all relatively prime n1, . . . ,nk and all ai < ni (1 ≤ i ≤ k) there
is a number m such that (m,ni) = ai for 1 ≤ i ≤ k, where (m,n) is the remain-
der when m is divided by n.46 In a sense, the number m “codes” the sequence
a1, . . . ,ak, as we can compute each ai from m, since ai = (m,ni). The Chinese
Remainder Theorem is provable in PA.47

Let us define β(m, i,n) = (m,1 + i · n). Note that β(m1,m2,m3) = m4 is
clearly representable in PA. It is an easy consequence of the Chinese Remain-
der Theorem that for any numbers a1, . . . ,ak there are m and n such that
β(m, i,n) = ai for all i = 1, . . . ,k.
We can now represent mm2

1 = m3 as follows, and it is just here that we are
appealing to semantic content in the form of the primitive recursive scheme
defining the exponentiation function in natural language, for the construction
of the formal analogue of the exponentiation function. Namely, mm2

1 = m3

holds if and only if there are numbers ai, 1 ≤ i ≤ m2, such that a1 = m1,
ai+1 = m1 · ai for 1 ≤ i < m2, and am2 = m3. (We suppress the formal sym-
bol for numerals to facilitate ease of reading.) By the above consequence of
the Chinese Remainder Theorem, mm2

1 = m3 holds if and only if there are

43 Note that a function is strongly representable if its graph is.
44 As can be easily seen by examining the definition of strong representability, a function is

strongly representable if and only if it is defined by a Σ1 formula. This follows from the fact
that ` ϕR(n1, . . . , nk) is Σ1 in n1, . . . , nk.

45 Gödel calls the β-function by this name only in his 1934 Princeton Lectures. As was noted
instead of PA the base theory can be taken to be Robinson Arithmetic Q or the weaker theory R.

46 Two natural numbers are said to be relatively prime if they have no common divisors other
than 1.

47 See [66], section 5.
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numbers m and n such that β(m,1,n) = m1, β(m, i + 1,n) = m1 · β(m, i,n)
for 1 ≤ i < m2, and β(m, i + 1,n) = m3. We may now conclude that
mm2
1 = m3 is representable in PA. The proof is similar for any primitive recur-

sive function. One simply codes the appropriate sequence by means of the
β-function.
Note that nowhere in the proof of Theorem V is the full structure of the natu-

ral numbers invoked. Strong representability is proved “piecewise,” that is, for
a given function defined on a finite segment of the natural numbers. The proof
is thus constructively, which at the time was usually employed by Gödel as a
synonym for “finitistically,”48 acceptable. Gödel in later years was interested
in defining the limit of finitary reasoning, which for him meant finding a spe-
cific proof-theoretic ordinal. A proposal considered in the substantial literature
on the limits of finitary reasoning is that primitive recursive arithmetic (PRA)
should define that limit.49

As to the broader point whether the standard model is invoked in the
proof of the Incompleteness Theorems, so going beyond considerations involv-
ing decidability, the following observation can be made: Gödel assumes the
(syntactic) consistency of his theory. Therefore by his own Completeness
Theorem (which is the result of his 1929 thesis) linking the syntactic prop-
erty of consistency to the semantic condition of the existence of a model,
one can now infer the existence of a model of the theory. Of course the
Completeness Theorem depends on an infinitary principle, Weak König’s
Lemma.50

Is “decidability in a theory” a purely syntactic condition? It is generally
thought to be so, on the basis of some mutual understanding of the term
“syntactic.” Gödel used the term to mean “devoid of content”:51

The essence of this view is that there is no such thing as a mathematical
fact, that the truth of propositions which we believe express mathematical
facts only means that (due to the rather complicated rules which define the
meaning of propositions, that is, which determine under what circumstances

48 See, e.g., [122].
49 For the definition of PRA see Section G.2. We return to PRA as the limit of finitary reasoning

in Section 8.
50 Let 2<ω be the set of all finite binary sequences viewed as a tree ordered by the end-extension

relation. That is, an extension of a sequence s, which is an element of the tree, is any sequence
that s is an initial segment of. A subset of 2<ω that is closed under subsequences is called a
subtree of 2<ω . A branch of a subtree is a subset that is linearly ordered by the tree-order.Weak
König’s Lemma says that every infinite subtree of 2<ω has an infinite branch.

51 For a discussion of Gödel’s view of the term “content” or “contentual” and related words, see
van Atten, “Natural constructive proofs of A via A→ B, proof paradoxes, and impredicativity,”
https://hal.archives-ouvertes.fr/hal-03296950/.
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18 Philosophy and Logic

a proposition is true) an idle running of language occurs in these proposi-
tions, in that the said rules make them true no matter what the facts are. Such
propositions can rightly be called void of content.52

Returning to the question of the possible semantic content of Theorem V,
Gödel says this in footnote 41: “When this proof is carried out in detail, r [the
formal object ϕR JK], of course, is not defined indirectly with the help of its
meaning but in terms of its purely formal structure.”53 Beklemishev observes
on this point that:

Gödel’s notion of decidability in a theory …does not appeal to the “con-
tentual” meaning (inhaltliche Deutung) of the formulae of the system P.
However, one can still see that this notion implicitly appeals to a seman-
tic interpretation of primitive recursive schemes, because the formula ϕR is
in fact constructed from a primitive recursive scheme defining R…54

In other words, the definition of the formula ϕR, whether in the type-theoretic
framework and/or relying on the β-function, draws on the actual primitive
recursive definition of the relation R, or, more precisely, its meaning. In that
sense this part of the proof may be said to have and/or express an implicit
semantic content. Of course appealing to semantic content in setting up a for-
mal system does not mean that the resulting formal language is to be regarded
as contentual. This idea can be accommodated in logical practice via the mech-
anism of an interpretation, that is, the assignment of a (formal) semantics to the
formalism in question, and in this way “the formal” is merged with semantic
content. Otherwise one requires a notion of syntax that could accommodate an
appeal to themeanings of the pre-theoretic object in question, in the formulation
of the syntax – as seems vaguely to happen, for example, in strong represent-
ability.55 Failing such a device, the formal analogue of the primitive recursive

52 Gibbs lecture, in [45], p. 319. In draft V of the paper “Is mathematics a syntax of language?”
Gödel identifies the syntactical view with the following three assertions: First, mathematical
intuition can be replaced by conventions about the use of symbols and their application. Second,
“there do not exist any mathematical objects or facts,” and therefore mathematical proposi-
tions are void of content. Third, the syntactical conception defined by these two assertions is
compatible with strict empiricism. [45], p. 356.

53 [42], p. 173.
54 [4], p. 7. The semantic interpretation of a primitive recursive scheme is simply the p.r. function

itself.
55 Koellner’s [77] treats Carnap’s wider notion of syntax, which accommodates semantic notions,

but this is done in a way very different than what is asked for here. See also Floyd and Putnam’s
[28], pp. 631–632, which the following anecdote is told:

…one of us (Putnam) remembers a delightful philosophical conversation between
C.G. Hempel and one of Hans Reichenbach’s graduate students in Reichenbach’s
living room in 1950, at which the older attitude and the newer attitude memorably
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function, the entire formalism for that matter, is a “genealogical isolate,” in the
terminology of race theory – stripped of origins, stripped of meaning.56

We take a moment to consider Gödel’s general view that semantic concepts
are in this sense primary, whether meaning, or content, or, simply, truth. The
following remark made at the beginning of his 1934 Princeton Lectures is an
early example:

While a formal system consists only of symbols and mechanical rules relat-
ing to them, the meaning which we attach to the symbols is a leading
principle in the setting up of the system.57

Kleene echoes and elaborates on this point in his introduction:

The deduction of propositions of the selected portion of mathematics, when
formalized in S, consists simply of mechanical manipulations of the formal
objects, with no reliance on their meanings (even though the meanings are
what make the system of interest to us as mirroring informal mathematics). If
we should be tempted to use something from the meanings or interpretation,
what we use should have been put into the system S in the form of additional
axioms or rules of inference.58

Kleenemay be referring to the idea of syntax as a repository, of some kind, of
meaning: the idea that the syntax must always speak – and speak contentually –
but now in the language of axioms and rules. Or Kleene may be making a more
modest point, philosophically; in setting up a formal system, the principles used
informally are to be coded into the syntax in the form of formal axioms and
formal rules.
As for the stronger reading, Gödel echoes the point in a 1967 letter to Wang:

How indeed could one think of expressing metamathematics in the
mathematical systems themselves, if the latter are considered to consist

clashed. Hempel was defending Quine’s skepticism with respect to the analytic-
synthetic distinction, and the graduate student said plaintively: “Quine’s arguments
may show that the analytic-synthetic distinction makes no sense in natural language.
But why doesn’t it make clear sense in a formalized language?”; and Hempel replied:
“Every formalized language is ultimately explained in some natural language. The dis-
ease [Hempel meant the unclarity of the analytic-synthetic distinction] is hereditary.”
Here, Hempel—like Wittgenstein in Remarks on the Foundations of Mathematics—
was denying that a formal system could provide us with a standard of truth or clarity
that is, in principle, inaccessible to a natural language.

56 The phrase “genealogical isolate” appears, e.g., in Patterson’s Slavery and social death: a
comparative study [108].

57 [42], p. 349.
58 [42], p. 126.
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of meaningless symbols which acquire some substitute of meaning only
through metamathematics?59

Draft V of Gödel’s paper “Is mathematics a syntax of language?”60 treats
this point at length. The Beklemishev point, as we may call it, is drawn upon
again and again; in order to devise the system in question, never mind to ulti-
mately to ascertain its consistency, one needs an available content to begin
with, a starting point. Conventionalism, which Gödel sees as a variant of the
syntactic point of view, is here argued against; in particular Gödel argues that
conventions regarding symbolic manipulation express or presuppose factual
knowledge about symbols, knowledge “which must be known to us already in
an empirical attire (i.e. mixed with synthetic facts).”61 One can adopt the view
that conventions are devoid of content in an absolute sense, but:

If one speaks of conventions and their voidness of content in an absolute
sense, this can only mean that they are conventions relative to that body of
knowledge which is indispensable for making any linguistic conventions at
all.62

These are “unequivocally ascertainable [i.e., true] relations between the
primitive terms of combinatorics, such as ‘pair,’ ‘equality,’ ‘iteration,’ and
they can least of all be eliminated by basing the use of those terms on
conventions.”63

However the account of symbolic manipulation is framed – however one
views the setting up of the formal system – there is, on the opposite side of
the spectrum, the issue of the consistency of the entire system, which can-
not be derived internally, as a consequence of Gödel’s Second Incompleteness
Theorem. Gödel returns to this point again and again:64

59 [47], pp. 397–398.
60 1953/9, [45].
61 [45], p. 342. Emphasis mine.
62 [45], pp. 342–343.
63 [45], footnote 32, p. 346.
64 See also Gödel’s Dialectica paper, which turns on the ineliminability of meaning:

P. Bernays has pointed out on several occasions that, since the consistency of a system
cannot be proved using means of proof weaker than those of the system itself, it is
necessary to go beyond the framework of what is, in Hilbert’s sense, finitary math-
ematics if one wants to prove the consistency of classical mathematics, or even that
of classical number theory. Consequently, since finitary mathematics is defined as
the mathematics in which evidence rests on what is intuitive, certain abstract notions
are required for the proof of the consistency of number theory (as was also explicitly
formulated by Bernays in his 1935, pages 62 and 69). Here, by abstract (or nonin-
tuitive) notions we must understand those that are essentially of second or higher
order, that is, notions that do not involve properties or relations of concrete objects
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But now it turns out that for proving the consistency of mathematics an intui-
tion of the same power is needed as for deducing the truth of themathematical
axioms, at least in some interpretation. In particular the abstract mathe-
matical concepts, such as “infinite set,” “function,” etc., cannot be proved
consistent without again using abstract concepts, i.e., such as are not merely
ascertainable properties or relations of finite combinations of symbols. So,
while it was the primary purpose of the syntactical conception to justify the
use of these problematic concepts by interpreting them syntactically, it turns
out that quite on the contrary, abstract concepts are necessary in order to jus-
tify the syntactical rules (as admissible or consistent) …the fact is that, in
whatever manner syntactical rules are formulated, the power and usefulness
of the mathematics resulting is proportional to the power of the mathemat-
ical intuition necessary for their proof of admissibility. This phenomenon
might be called “the non-eliminability of the content of mathematics by the
syntactical interpretation.”65

Gödel’s extensive arguments in favor of the ineliminability of mathematical
content, in the form of meaning or in terms of other semantic concepts, appear
primarily in his later writings. But we see the preoccupation already here, if not
already in an embryonic form in the introduction to his 1929 thesis.66

2.3.2 The Fixed Point Theorem

The literature can be somewhat vague on the question whether Gödel’s 1931
invokes the general Fixed Point Theorem or not. If we examine Gödel’s 1931
proof, when is the fixed point taken? This is not done explicitly, that is, the
fixed point is not obtained by invoking the general Fixed Point Theorem; rather,
the fixed point is extracted in this particular case, and this is true also of the
1934 Princeton lectures. In the interest of evaluating the importance of self-
reference in the form of fixed points for the First Incompleteness Theorem we
now focus on this point. The reader may want to have [42] opened to page 175
nearby. To this end let T and B(x,y) be as in the above section 2.2. Thus B(x,y)
“means” “x is a proof of y.” Let Num(x) be the function that gives the Gödel-
number of the number x when x is represented as a numeral. Let Sub(x,y, z) be,
whenever well-defined, the Gödel-number of the expression obtained from the

(for example, of combinations of signs), but that relate to mental constructs (for exam-
ple, proofs, meaningful statements, and so on); and in the proofs we make use of
insights, into these mental constructs, that spring not from the combinatorial (spati-
otemporal) properties of the sign combinations representing the proofs, but only from
their meaning.

1958, in [43], p. 241. Emphasis in the original text.
65 [45], p. 357.
66 See [69] for a discussion of the philosophical content of Gödel’s thesis. For further discussion

of Gödel’s argument against the syntactic view see also [71].
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expression whose Gödel-number is x when every occurrence of the expression
whoseGödel-number is y is replaced by the numeral termwhoseGödel-number
is z. The notation ϕ(u/v) denotes the formula ϕ with u substituted for the free
variable v. Gödel begins his proof by defining

Q(x,y) ≡ ¬B(x,Sub(y, ⌜y1⌝,Num(y))).

Q is primitive recursive, hence strongly representable. Therefore there is a
formula q(x1,y1)67 such that for all natural numbers m,n:

¬B(m,Sub(n, ⌜y1⌝,Num(n))) ⇒ T ` q(m/x1,n/y1) (≡ q(m,n)),
B(m,Sub(n, ⌜y1⌝,Num(n))) ⇒ T ` ¬q(m,n).

Gödel now defines:

p = ∀x1q(x1,y1),
r = q(x1,Num(p)/y1).

Here p “says” “Sub(y1, ⌜y1⌝,Num(y1)), which can be informally written as
y1(y1/y1), is not provable.” Gödel now in line 13 (of page 175) gives the
following string of equalities:

Sub(⌜p⌝, ⌜y1⌝,Num(⌜p⌝)) = Sub(⌜∀x1q(x1,y1)⌝, ⌜y1⌝,Num(⌜p⌝))
= ⌜∀x1q(x1,Num(⌜p⌝)/y1)⌝ = ⌜∀x1r(x1)⌝.

It is just here that Gödel takes a fixed point. If we let ψ = ∀x1r(x1), then:

ψ ↔ ∀x1r(x1) ↔ ∀x1q(x1,Num(⌜p⌝)/y1)
↔ ∀x1q(x1,Sub(⌜p⌝, ⌜y1⌝,Num(⌜p⌝))) ↔ ∀x1q(x1,ψ).

That is, as is usual in the proofs of the First Incompleteness Theorem invok-
ing the general Fixed Point Theorem, the fixed point is taken for the formula
∀x1q(x1,y1). And as one can see from the proof, the construction of the fixed
point does not depend on any property of the predicate q(x1,y1), as was men-
tioned, and therefore the general Fixed Point Theorem is essentially immediate,
holding for any predicate expressible in T.
Logicians have found the Fixed Point Theorem, and consequently the Incom-

pleteness Theorems – insofar as they may be based on the Fixed Point
Theorem – somewhat mysterious.68 As Kotlarski has written, but speaking for
many: “In fact, the usual proof of the diagonal lemma …is short, but tricky

67 Here, and throughout, we follow Gödel in breaking the convention of using upright font for
formal objects.

68 Even Gödel-numberings can have fixed points [50].
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and difficult to conceptualize. The problem was to eliminate this lemma from
proofs of Gödel’s result. This was achieved only in the 1990s.”69 Others have
spoken of magic,70 or of pulling rabbits out of hats71 and so forth. This befud-
dlement – if one may call it that – has spawned a flood of beautiful theorems,
namely alternate, diagonal-free or close to diagonal-free, and/or self-reference–
free, and finally “mathematical” proofs of the First and Second Incompleteness
Theorems, which completely reconceptualize those theorems.72 Kleene is con-
sidered to have produced the first such, involving recursively inseparable sets
[76]. We will consider a number of other diagonal- and/or self-reference–free
proofs73 in Section 5.
Given the effort that has gone into eliminating diagonalization from proofs of

the Incompleteness Theorems, is diagonalization really pathological? In 1873
Cantor proved [8] that there are more transcendental numbers than algebraic
numbers – in fact “most” real numbers are transcendental. This follows from
Cantor’s diagonal argument showing that there are uncountablymany real num-
bers, together with the fact that the algebraic numbers, being defined by a finite
string of symbols drawn from a countably infinite alphabet, must be countable.
This is a pure existence proof, but it raised opposition nevertheless, as can be
seen from the following 1883 letter of Hermite to Mittag-Leffler. Hermite had
proved the transcendentality of e at the same time that Cantor proved that most
reals are transcendental:

The impression that Cantor’s memoirs makes on us is distressing. Reading
them seems, to all of us, to be a genuine torture …While recognizing that he
has opened up a new field of research, none of us is tempted to pursue it. For
us it has been impossible to find, among the results that can be understood,
a single one having current interest. The correspondence between the points
of a line and a surface leaves us absolutely indifferent and we think that
this result, as long as no one has deduced anything from it, stems from such
arbitrary methods that the author would have done better to withhold it and
wait.74

69 [79], p. 126.
70 Gaifman: “The brevity of the proof does not make for transparency; it has the aura of a

magician’s trick” [37].
71 McGee, Vann; “The First Incompleteness Theorem,” Handouts of the Course Logic II.

https://bit.ly/301QLTA “I don’t know anyone who thinks he has a fully satisfying understanding
of why the Self-referential Lemma works. It has a rabbit-out-of-a-hat quality for everyone.”

72 See Salehi [114] for a survey and references. Salehi also discusses diagonal-free proofs of
Tarski’s theorem on the undefinability of truth, and even diagonal-free proofs of the Fixed Point
Theorem itself.

73 The terms “diagonal” and “self-referential” have sometimes been used as synonyms in the lit-
erature, but of course they are not. Cantor’s proof of the uncountability of the real numbers is a
diagonal argument, but not a self-referential one, for example.

74 Excerpt of letter from Hermite to Mittag-Leffler quoted in [53], p. 209.
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It is not only logicians who have expressed qualms concerning diagonal
arguments!
Friedman has proved a theorem that goes some way toward pinpointing the

possibly problematic nature of Cantor’s diagonal function. Recall that a set of
real numbers is said to be Borel if it belongs to the smallest collection of sets of
reals that contains the open sets and is closed under complements and countable
unions.75 The Borel sets are canonically well-behaved in that they have all of
the so-called regularity properties; a Borel set is Lebesgue measurable, it has
the property of Baire, and it has the perfect set property. The Borel sets also
satisfy the continuum hypothesis; if a Borel set of reals is uncountable then it
has cardinality 2ℵ0 . Friedman’s theorem [33] is as follows.

Theorem 2.3.2 There is no Borel function F(s) from infinite sequences of reals
to reals such that if ran(s) = ran(s′), then F(s) = F(s′), and moreover F(s) is
always outside ran(s).

Our proof of the above theorem is due to Menachem Magidor and is unpub-
lished, so we take the opportunity to publish it here, with his kind permission.
The proof requires advanced knowledge of set theoretic techniques, such as
forcing.

Proof. Suppose there is an F as stated. Let P be the so-called Levy collapse
of the set of reals to ω. Namely, the conditions in P are one-to-one functions
from a finite subset of ω into the reals of V. So the generic is a function from
ω onto the reals of V. Let s be the code of the set of the old reals, given by the
Levy collapse generic. By the Shoenfield Absoluteness Lemma, the function
F (given by its Borel code) has the same property (as in the Claim), also in the
forcing extension. We now show that F(s) is in fact in the ground model. But
then it is a member of ran(s), a contradiction.
Proof that F(s) is in the ground model: F(s) is a real, that is, a member of

2ω . The value of F(s) is a term in the forcing language. It is enough to show
that for every n either the empty condition forces “F(s)(n) = 0” or the empty
condition forces “F(s)(n) = 1.” Assume otherwise. So there are conditions p,q
which force respectively F(s)(n) = 0 and F(s)(n) = 1. Note that since F is a
Borel function it has a natural extension to any forcing extension of V and this
extension is definable from a real (the Borel code of F) in V.

75 More precisely, the Borel sets can be defined by transfinite induction as follows. Let B0 be the
family of open sets of reals. Let Bα+1 be the family of complements and countable unions of
sets in Bα . Note that then Bα+1 contains also all countable intersections of sets in Bα . If ν is a
limit ordinal, let Bν =

∪
α<ν Bα . The family of all Borel sets of reals is

∪
α<ω1 Bα .
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Let Gp be a generic filter containing p. Let sp be the real which codes the list
of countably many reals enumerated byGp. By using a standard automorphism
argument of the forcing notion we can find in V[Gp] another V-generic filter
Gq, containing q. Let sq be the real coding the enumeration given by Gq. The
range of sp and sq is the same, namely the set of reals of V. Hence F(sp) = F(sq).
This contradicts the fact that p ∈ Gp forces that F(s)(n) = 0 and q ∈ Gq forces
F(s)(n) = 1.

Returning to the Fixed Point Theorem, in particular having seen the theo-
rem at work, we press the question a last time: Are these diagonal proofs really
inherently mysterious? It has become a matter of logical dogma that they are.
One has the feeling that something is hidden – that there is a “whiff of para-
dox,” as Davis has said [14], hanging over the proof. But there is mystery, and
then there there is total blackout. That is, if we consider objects constructed
on the basis of the Axiom of Choice here we have no information about the
constructed object beyond its mere postulated existence. For example, by the
Axiom of Choice there exists a well-ordering of the reals; however, no infor-
mation about the nature of this well-ordering is delivered by that axiom. This is
in contrast to the Fixed Point Theorem, where one at least has a recipe in hand
for the construction of the object, however magical.

2.3.3 ω-consistency, ω-inconsistency, and Nonstandard
Models of Arithmetic

Gödel’s theorem (as originally stated) involves primitive recursively axiom-
atizable theories. Gödel notes further on in the paper that the theorem also
holds for any ω-consistent theory T for which all primitive recursive rela-
tions are strongly representable, together with the assumption that the set of
Gödel-numbers of the axioms of T, together with the relation “immediate
consequence,” are primitive recursive in T.76

Gödel’s next observation about the proof is that assuming the system T is
consistent, ¬G can be consistently adjoined to T.77 This yields a consistent,
ω-inconsistent theory T′. The possibility of a consistent and adequate formal
system yielding false theorems, as happens here, is contrary, manywould argue,
to the hopes of the Hilbert Program. Among the many possible philosophical
morals of the First Incompleteness Theorem, Gödel chose to stress this partic-
ular point – framed as an explicit critique of formalism – in his announcement
of the proof in Königsberg in 1930. This was the occasion when, during a

76 See p. 181 of [42].
77 G is the sentence ϕ of Section 2.2.
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roundtable discussion taking place on the last day of that meeting, he casually
announced the First Incompleteness Theorem.78

What do these false theorems say? To answer this we must make a brief
digression into the topic of non-standardmodels of arithmetic.Wework in first-
order Peano Arithmetic (PA). Gödel’s Completeness Theorem combined with
the First Incompleteness Theorem is equivalent to the statement thatPA has two
models which are not elementarily equivalent.79 What are these models like?
We know of one model of PA, the standard model N. But what about the other,
so-called nonstandard models? What are they like, and how many of them are
there?
By the Löwenheim-Skolem Theoremwe know that PA has models in all infi-

nite cardinalities. If we restrict our attention to the countable models, it turns
out that there are 2ℵ0 nonisomorphic countable models of PA, that is, as many
as possible.80 Question: Is this plethora of models due to incompleteness, or is
there another way to understand (describe) these models? In 1934 Skolem con-
structed the first nonstandard model of True Arithmetic81 using the technique
of arithmetic ultrapowers; and in 1936Malcev [94] gave, as an easy application
of the compactness theorem, the existence of a model that includes the natural
numbers as an initial segment, but which also includes so-called nonstandard or
infinite numbers c satisfying: {c > 0,c > 1,c > 2, . . .}, for all natural numbers
n.82 As it turns out, the order types of all nonstandard models of PA look like
this: an isomorphic copy of the natural numbers in their natural linear order-
ing, followed by the so-called nonstandard part, with a densely ordered set of
copies of Z.
Let us now consider the consistency statement for PA, or a particular form of

it, as there are many ways to express consistency. In the notation of Section 2.2
this can be written ∀x¬B(x, ⌜0 = 1⌝), denoted Ψ: “for all x, x does not code a
proof of the statement 0 = 1.” By Gödel’s Second Incompleteness Theorem,83

78 See 1931a in [42], which is the postscript added to the proceedings of the meeting, solicited
from Gödel by the editors of those proceedings. For a fuller account of Gödel’s announcement
see Dawson’s introductory note to 1931a, [42], p. 196. In Section 8 we will consider various
objections to the idea that the Incompleteness Theorems undermined the goals of the Hilbert
Program, especially regarding the Second Incompleteness Theorem.

79 Two models are elementarily equivalent if they satisfy the same sentences in their shared
language.

80 See, e.g. [66], for details.
81 True arithmetic is the theory consisting of the set of all sentences in the language of arithmetic

that are true in the standard model N.
82 Let L be the language of PA, and let T in the augmented language L ∪ c be obtained by adding

to PA the axioms {c > 0, c > 1, c > 2, . . .}. T is finitely consistent, hence, by compactness,
consistent. Therefore T has a model.

83 See the Section “The Second Incompleteness Theorem”.
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this is unprovable in PA, and therefore ¬Ψ can be consistently adjoined to PA,
yielding a new theory T. By the Completeness Theorem, T has a modelM. Note
that¬Ψ is an existential statement – it asserts the existence of an element c ofM
which codes a proof of 0 = 1. The point is that cmust be a nonstandard element
of M, as we assume the consistency of PA. In that sense, M can be thought of
as containing proofs which are infinite in length.
In fact by now a great deal is known about nonstandard models of Peano

Arithmetic. Here is a very striking result, again restricting our attention to the
countable models of PA. For any such modelM, we can identify the domain of
M with the natural numbers; accordingly we can regard the plus and times of
the model, denoted +M and ·M, as ternary relations on the natural numbers. A
theorem of Tennenbaum says that for any countable modelM of arithmetic, the
operations +M and ·M cannot be recursive, that is, there is no procedure that, if
one asks of a particular triple of natural numbers 〈m,n, r〉, whether m+M n = r,
returns a yes-or-no answer.84 Of course we know how to add m and n if we
regardm and n as names of the natural numbers that live the standard modelN.
But m and n are not necessarily names of natural numbers; they are names for
elements of the modelM.
Thus if we accept only recursive models of Peano, and consider only the

countable ones, Tennenbaum’s Theorem shows that then Peano is categori-
cal, in that it has only one model. But then because a categorical theory is
necessarily complete, incompleteness disappears. This should raise interest in
nonrecursive objects, and put a damper on the kind of talk that only recursive
objects are relevant.85

2.4 Gödel Remarks Further on the Scope of the First
Incompleteness Theorem

After making this point about the existence of nonstandard models, Gödel
remarks on a special case of Theorem VI, namely when the theory in ques-
tion is finite, and thus recursive. He also observes that the First Incompleteness
Theorem applies to a variety of systems, including Zermelo-Fraenkel set theory

84 See [66] for a proof of Tennenbaum’s Theorem. As we noted, Gödel uses the term “recursive”
for what is now known as “primitive recursive” in his 1931 paper. In his 1934 lectures, he
introduces the term “general recursive,” which is now known as “partial recursive,” or, equiv-
alently, “computable.” A partial recursive (or, equivalently, computable) function that happens
to be total is referred to by some as “recursive” and we adopt this terminology here. Mostowski
[102] came close to proving Tennenbaum’s Theorem in proving that arithmetic in a vocabulary
that contains not only plus and times but also certain six primitive recursive functions has no
nonstandard recursive models.

85 See [56] for an alternative view.

https://doi.org/10.1017/9781108981972 Published online by Cambridge University Press

https://doi.org/10.1017/9781108981972


28 Philosophy and Logic

and Peano Arithmetic – a mark of Gödel’s continuing throughout the paper, to
grapple with the scope of Theorem VI.

2.4.1 The Mysterious Footnote 48a

It was just here at the end of section 2 of the paper that Gödel is moved to
explain, in a footnote, “the true reason for the incompleteness in all formal
systems of mathematics.” Footnote 48a of 1931 reads as follows:

As will be shown in part II of this paper, the true reason for the incomplete-
ness inherent in all formal systems of mathematics, is that the formation of
ever higher types can be continued into the transfinite (see Hilbert [63], p.
184), while in any formal system at most denumerably many of them are
available. For it can be shown that the undecidable propositions constructed
here become decidable whenever appropriate higher types are added (for
example, type ω to the system P). An analogous situation prevails for the
axiom system of set theory.

Part II of the paper, which was to include a detailed proof of the Second
Incompleteness Theorem,86 would never materialize – but this is not our con-
cern here. What is striking about the remark is the degree of knowledge of
certain logical machinery that was completely unknown at the time. In Section
1, we noted Gödel’s anticipation of Tarski’s Undefinability of Truth Theorem,
which is needed for the first informal proof of the First Incompleteness The-
orem. Footnote 48a suggests model-theoretic knowledge going beyond this.
Or what model-theoretic machinery is needed to verify the above claim for
decidability of undecidable propositions in higher types?
Before turning to these questions, it may be worth pointing out that Gödel

demonstrated something of a penchant throughout his career for mentioning
important metamathematical results in footnotes and casual asides in lectures,
without proving them. His 1946 Princeton Bicentennial Lecture [44], in which
Gödel asks for absolute notions of provability and definability, is a case in
point. Among the assertions there is the claim that ordinal definability is itself
definable, a fact that is nowadays shown using the Levy Reflection Principle,
which was proved by Levy in 1960 [88].87 Gödel asserts, and not conjectures,
here the independence of the axiom of constructibility, V = L.88 Another con-
jecture is that HOD, the class of hereditarily ordinal definable sets, will be a
model of set theory satisfying choice, giving a simpler consistency proof of

86 See the section titled “The Second Incompleteness Theorem” below.
87 The principle says that for every n there are arbitrarily large ordinals α such that Vα ≺n V.
88 In this connection see Gödel’s letter to Wolfgang Rautenberg of June 30, 1967, in [47], p. 183.
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the Axiom of Choice (AC). This was proved much later, in [105].89 Finally,
Gödel predicts that the proof of AC in HOD will not extend to a proof of the
Continuum Hypothesis (CH), and in fact the failure of the CHwas shown to be
consistent with V = HOD in 1968. One could also point to his 1933 abstract on
speed-up theorems, so-called, which were proved in complete detail by Buss
only in the 1990s.90

We now prove the assertion of Gödel’s footnote 48a, that the undecidable
propositions constructed in Gödel’s 1931 paper become decidable whenever
appropriate higher types are added, by writing down a truth definition for first-
order Peano Arithmetic in second-order logic. We first introduce the concept
of a truth definition in first-order logic in an extended vocabulary.91 We then
use this to obtain a second-order definition in the original vocabulary of PA.
An extension T of PA is said to have a truth definition for the language of PA

if the following holds. The vocabulary of T extends the vocabulary of PA by a
new binary predicate symbol S. Using Gödel’s β-function we can view every
number k as coding a finite sequence ((k)0, . . . , (k)n−1) of numbers, where we
denote len(k) = n. These numbers are used as the interpretations of the variables
x0, . . . ,xn−1, that is, (k)0 interprets x0, and so on. We write x ∼i y if (x)j = (y)j
for all j < len(x) = len(y) such that j , i. The functions (x)y and x ∼i y can be
defined in the language of PA by means of the β-function. We assume T proves
the following statements (we present the statements somewhat informally and
assume there are no nested terms):

1. If x0 is the Gödel-number of an equation vi = vj and i, j < len(x1), then
S(x0,x1) ↔ (x1)i = (x1)j.

2. If x0 is the Gödel-number of an equation vi + vj = vk and i, j < len(k), then
S(x0,x1) ↔ (x1)i + (x1)j = (x1)k.

3. If x0 is the Gödel-number of an equation vi × vj = vk and i, j,k < len(x1),
then S(x0,x1) ↔ (x1)i × (x1)j = (x1)k.

4. If x0 is the Gödel-number of the negation of a formula with Gödel-number
x2, then S(x0,x1) ↔ ¬S(x2,x1).

5. If x0 is the Gödel-number of the conjunction of a formula with Gödel-
number x2 and a formula with Gödel-number x3, then S(x0,x1) ↔ S(x2,x1)∧
S(x3,x1).

89 In the address, Gödel only mentions OD, but one can take him to be referring to HOD in most
cases.

90 See [99]. Gödel’s remarks in his 1946 lecture and elsewhere were completely prescient; how-
ever, in one or two cases his assertions were incorrect. See Gödel’s 1933i involving the decision
problem for the quantifier class ∀∃∃ . . . with identity. This was shown to be undecidable by
Goldfarb [48].

91 For extensive details on truth definitions, see [56].
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6. If x0 is the Gödel-number of the disjunction of a formula with Gödel-number
x2 and a formula with Gödel-number x3, then S(x0,x1) ↔ S(x2,x1)∨S(x3,x1).

7. If x0 is the Gödel-number of ∃xiϕ, only variables xj, j < len(x1), occur
free in ϕ, and the Gödel-number of ϕ is x2, then S(x0,x1) ↔ ∃x3(x3 ∼i
x1 ∧ S(x2,x3)).

8. If x0 is the Gödel-number of ∀xiϕ, only variables xj, j < len(x1), occur free
in ϕ, and the Gödel-number of ϕ is x2, then S(x0,x1) ↔ ∀x3(x3 ∼i x1 →
S(x2,x3)).

Let ϕ(x0) be the formula ∃x1S(x0,x1). This formula is a truth definition in the
sense that for sentences ψ in the language of PA:

T ` ψ ↔ ϕ(⌜ψ⌝). (2.2)

An alternative to extending the vocabulary is the introduction of higher types.
Namely one can write ϕ(x0) in second-order logic as ∃S(T0(S) ∧ ∃x1S(x0,x1)),
where T0(S) consists of the conditions 1–8 above. Then ϕ(x0) is in the vocabu-
lary of PA but it is not first-order any more.

Note that by the Fixed Point Theorem such a truth definition ϕ(x0) as in
(2.2) could not exist for the entire language of T, if T is consistent. However,
such truth definitions can exist if we either extend the vocabulary or extend
first-order logic, or change the underlying first-order logic.
How canwe use the truth definition to exhibit sentences that are true inN, but

unprovable in PA? We show that the sentence ψ, “I am unprovable,” satisfying
T ` ψ ↔ ∀x¬B(x, ⌜ψ⌝), which is independent from T if T is ω-consistent, is
provable in T if T has a truth definition ϕ for first-order arithmetic and satisfies
induction in its own vocabulary. First note that for such T, we have:

Lemma 2.4.1 T ` Bew(⌜ψ⌝) → ϕ(⌜ψ⌝).

Proof. By induction on the length of proofs. A subtle point to note is that we
have to carry out the induction in the theory T in order to take care of “non-
standard” proofs as well. This is essentially as in the proof of soundness. A
detailed proof is in [104]. If induction is limited to formulas in the language of
PA, the result does not hold [19].

Note that this implies T ` Bew(⌜ψ⌝) → ψ, whence Twould go beyond first-
order arithmetic. Why? Letting ψ be 0 = 1 we obtain T ` Bew(⌜0 = 1⌝) →
0 = 1, whence T ` ¬Bew(⌜0 = 1⌝). This would contradict Gödel’s Second
Incompleteness Theorem, if T was just PA.92

92 See the below, the below, “The Second Incompleteness Theorem.”
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We now show that the lemma implies T ` ψ, where ψ is such that

T ` ψ ↔ ¬Bew(⌜ψ⌝). (2.3)

As above,

T ` Bew(⌜ψ⌝) → ψ.

But also by (2.3):

T ` Bew(⌜ψ⌝) → ¬ψ

Hence, by propositional logic,

T ` ¬Bew(⌜ψ⌝)

Hence, by (2.3) T ` ψ.

Set theory. If the Incompleteness Theorem is proved for set theory, for
example, ZFC, there is yet another way to extend the theory so that it proves
the undecidable statement Con(ZFC).93 Such an extension of ZFC is found by
adding the axiom stating the existence of a strongly inaccessible cardinal κ.94

Sets of rank smaller than κ form then a model Vκ of ZFC, that is, Con(ZFC)
becomes provable. There is also a truth definition for Vκ in Vκ+ω so the inde-
pendent statement “I am unprovable (in ZFC)” becomes provable in the new
theory. Gödel himself refers (vaguely) to this in his footnote 48a and more
explicitly in his 1934 lectures: “It can be shown that it is decidable in the next
higher type, but there is another such statement which is not decidable even in
that type, but which is decidable by going into the next higher type; and so on
[including transfinite iterations describable in set theory, such as occur, e.g.,
in the higher axioms of infinity].”95

2.4.2 Section 3 of 1931

In Gödel’s section 3 of the paper, devoted to consequences of Theorem VI,
Gödel shows that the undecidable sentence can be taken to be arithmetical
(Theorem VIII). That is, the form of the undecidable sentence can be taken
to be that of a polynomial equation with coefficients in the natural numbers,
with a quantifier prefix consisting of a block of alternating quantifiers. Gödel’s
original proof was set in a type-theoretic and not an arithmetic framework,

93 Con(ZFC) is the sentence ¬Bew(⌜0 = 1⌝), where Bew is written for ZFC rather than for PA.
94 A cardinal is strongly inaccessible if it is regular and strong limit.
95 [42], p. 367.
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so the Theorem VIII is important and meaningful, giving the first “mathe-
matical” proof of the First Incompleteness Theorem.96 If Gödel had set his
theorem not in type theory but in a first-order formulation of Peano Arith-
metic, Theorem VIII would of course be unnecessary, as, trivially, everything
stated in Peano Arithmetic is arithmetic.97 Gödel needed alternating quanti-
fiers, as the groundbreaking MRDP theorem (so-called) stating that the Σ1 or
recursively enumerable (r.e.) sets are of Diophantine form, that is, of the form
∃®x(P(®x,y) = Q(®x,y)), where P(®x,y),Q(®x,y) are polynomials with natural num-
ber coefficients, was proved only much later in 1970 by Matiyasevich on the
basis of papers by Robinson, Davis, and Putnam, giving a solution to Hilbert’s
Tenth Problem.98

Gödel ends this section with his important Theorems IX and X. Theorem
IX says that the undecidable sentence of Theorem VI can be taken to be first-
order, recalling that Gödel’s theorem VI was stated for the simple theory of
types. Theorem X, which implies Theorem IX, revisits the concept of truth
in the standard model. Footnote 55 here reads, helpfully: “In 1930 I showed
that every formula of the restricted functional calculus either can be proved
to be valid or has a counterexample. However, by Theorem IX the exist-
ence of this counterexample is not always provable (in the formal systems
we have been considering).” Theorems IX and X, quoting from 1931, are as
follows:

Theorem 2.4.2 (Theorem IX) In any of the formal systems mentioned in
Theorem V, there are undecidable problems of the restricted functional calculus
(that is, formulas of the restricted functional calculus [i.e., first-order predicate
calculus] for which neither validity nor the existence of a counterexample is
provable).

Theorem 2.4.3 (Theorem X) Every problem of the form ∀xF(x) (with
recursive F) can be reduced to the question whether a certain formula of the
restricted functional calculus is satisfiable (that is, for every recursive F, we
can find a formula of the restricted functional calculus that is satisfiable if and
only if ∀xF(x) is true).

96 See below, “Mathematical Completeness,” for others.
97 Gödel would say later that he was spurred to express his undecidable sentence in Diophantine

form by von Neumann, during a conversation between the two that took place shortly after
Gödel’s momentous announcement in Königsberg. See [136], pp. 83-84.

98 See Davis [11], Robinson [112], Davis and Putnam [15], Davis, Putnam, and Robinson [16], and
Matiyasevic [98]. In Gödel’s 1934 Princeton Lectures he shows in his Theorem II that the unde-
cidable sentence exhibited in his 1931 paper can be taken to be “almost Diophantine,” i.e., of
“class A,” which is defined as the class of sentences of the form (∀a1, . . . , am)(∃x1, . . . , xn)D
where D is a Diophantine equation with natural number coefficients.
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By “problem of the form ∀xF(x)” Gödel means here the problem of whether
N |= ∀xF(x), and by “recursive”Gödelmeans as usual primitive recursive. Note
that if Theorem X holds, then every problem of Σ1 form can be reduced to the
validity of the formula in question. By Gödel’s Completeness Theorem, this is
same as reducing the question whether a Σ1 formula holds in N to its prova-
bility. This brings us to the Entscheidungsproblem, or the Decision Problem,
so-called, which, as Herbrand would remark in 1929, “…is the most important
of those, which exist at present in mathematics.”99 Gödel did not solve it but
he easily could have, as some have suggested,100 modulo accepting Church’s
Thesis and modulo accepting the concept of truth in N.

2.4.3 Gödel and the Entscheidungsproblem

Before taking up the Entscheidungsproblem, we first fix our terminology; as
we noted, Gödel uses the term “recursive” for what is now known as “primitive
recursive” in his 1931 paper. In his 1934 lectures, Gödel introduces the term
“general recursive,” which is now known as “partial recursive” or, equivalently,
“computable.” A partial recursive (or, equivalently, computable) function that
happens to be total is referred to by some as “recursive” and we adopt this
terminology here. A set that is the range of a partial recursive function is known
as recursively enumerable (r.e.). It is a basic fact that the r.e. sets are definable
by a Σ1 formula.
Now to the Entscheidungsproblem. Formulated in its standard form in Hil-

bert and Ackermann’s 1928 [60], it asks whether there is an algorithm for
deciding validity for first-order logic, that is, if there is an algorithm that decides
in a yes-or-no manner for any first-order statement P whether it is valid or not.
Gödel’s Completeness Theorem equates first-order validity with the existence
of a finite proof, so the Entscheidungsproblem is equivalent to the question
whether, for any recursively axiomatized first-order theory, there is an algo-
rithm for deciding whether a first-order statement in the language of the theory
follows from the axioms. Put another way, given that the provability predicate
for, for example, first-order Peano Arithmetic is Σ1 (or recursively enumerable,
i.e., r.e.), the Entscheidungsproblem asks whether the provability predicate for,
for example, first-order Peano is not only r.e. but recursive.
The unsolvability of the Decision Problem, or the Entscheidungsproblem,

was established independently by Church [10] and Turing [127] in 1936, using
conceptually distinct methods. The unsolvability follows immediately from the
existence of an r.e. non-recursive set; if first-order provability were recursive,

99 [59], p. 42.
100 Notably Kripke in his recent paper [82].

https://doi.org/10.1017/9781108981972 Published online by Cambridge University Press

https://doi.org/10.1017/9781108981972


34 Philosophy and Logic

then every Σ1 problem would be recursive.101 But we know after 1936 that this
is not so, there are r.e. nonrecursive predicates, that is, r.e. sets whose char-
acteristic function is not total recursive.102 Note the implicit use of Church’s
Thesis here; the notion of “algorithm” at issue in the Entscheidungsproblem is
adequately represented by the mathematical notion of “recursive.”
Many logicians have remarked on the close relationship between the

Entscheidungsproblem and incompleteness, notably Gandy. “Thus Gödel’s
result,” as Gandywould write in his brilliant (and brilliantly titled) survey paper
“The confluence of ideas in 1936” [38], “meant that it was almost inconceiva-
ble that the Entscheidungsproblem should be decidable: a solution could, so to
speak, only work by magic.”103 What Gandy means here, presumably, is that a
solution to the Entscheidungsproblem would deliver an algorithm that always
halts; however, this fact could not be proved.
Does Gödel’s 1931 actually solve the Entscheidungsproblem? Kripke

addresses the point at length in his recent [82], making in it the following claim:
Gandy’s above-quoted remark is “much too weak,” as the unsolvability of the
Entscheidungsproblem is a corollary of Gödel’s 1931 paper, in particular of
Theorem IX:

Gödel’s Theorem IX clearly directly implies Turing’s result that the
Entscheidungsproblem is not decidable on one of his machines, since we
can simply add an axiomatization of the operation of the machine to his basic
system.

The argument, roughly, is as follows. We first adopt Kripke’s (in his ter-
minology) “logical” view of computation, namely that computation should be
regarded as a special form of mathematical argument:

Mymain point is this: a computation is a special form of mathematical argu-
ment. One is given a set of instructions, and the steps in the computation are
supposed to follow – follow deductively – from the instructions as given. So
a computation is just another mathematical deduction, albeit one of a very
specialized form. In particular, the conclusion of the argument follows from
the instructions as given and perhaps some well-known and not explicitly
stated mathematical premises. I will assume that the computation is a deduc-
tive argument from a finite number of instructions, in analogy to Turing’s
emphasis on our finite capacity. It is in this sense, namely that I am regarding

101 This relies on Σ1-completeness of PA, namely the fact that if a Σ1 formula holds in N, i.e., if
there is a natural number witness n to a Σ1 formula, this is actually provable in PA. See, for
example, [66], section 2.2.

102 See Kleene [74], reprinted in Davis’s [12]. This proves what Church called the second form of
the Entscheidungsproblem. See Davis’s [12], p. 109, and Kleene’s introduction in [42], p. 136.

103 [38], p. 63.
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computation as a special form of deduction, that I am saying I am advocating
a logical orientation to the problem . . . I have thus proposed that derivabil-
ity from a finite set of instructions statable in a first-order mathematical
language be taken to be the basic technical concept of computability.104

The second ingredient Kripke relies on for his claim that the negative solu-
tion of the Entscheidungsproblem is a corollary of Gödel’s Theorem IX is what
he calls “Hilbert’s Thesis,” namely the idea that “the steps of any mathematical
argument can be given in a language based on first-order logic (with iden-
tity).”105 Kripke will use Hilbert’s Thesis together with Gödel’s Completeness
Theorem to infer that any valid computation, if viewed as a valid deduction, is
provable in any of the standard first-order formal systems.
Now to Gödel’s system we can add the rules governing the operation of the

algorithm that purportedly solves the Entscheidungsproblem, which are stata-
ble in a first-order language, as above. Then in this enhanced system S′, any
first-order proposition is decided, contradicting Gödel’s Theorem IX.
We reconstruct Kripke’s actual argument as follows. Suppose the algorithm

α solves the Entscheidungsproblem. Let Σ be strong enough both to prove
Gödel’s Theorem X and to formalize validity. (E.g., Σ can be ZF−, i.e., the
theory ZF without the power set axiom.) Applying Kripke’s two principles
“computability as a form of deduction” and Hilbert’s Thesis, let A(x) say that
the algorithm α halts and says that x is valid. Then for all ψ, Σ ` A(ψ) or
Σ ` ¬A(ψ), because α always gives an answer. We may assume Σ includes
∀x(A(x) ≡ Val(x)). By Gödel’s Theorem IX, together with the First Incom-
pleteness Theorem, there is ϕΣ such that ϕΣ is satisfiable (has a model) but
Σ ⊬ “ϕΣ is satisfiable”. Then:

• Σ ⊬ Sat(ϕΣ), by the above. (Σ can express Sat(x), i.e. that x is satisfiable.)
• Σ ⊬ ¬Val(¬ϕΣ), by logic. (Σ can express Val(x), i.e. that x is valid.)
• Σ ⊬ ¬A(¬ϕΣ), by logic.
• Σ ` A(¬ϕΣ), because α gives always an answer.
• Σ ` Val(¬ϕΣ), a contradiction with the assumption that ϕΣ is satisfiable.
Why didn’t Gödel supply this easy argument, once the Incompleteness The-

orems were in place? Kripke explains this by reverting to Gödel’s hesitation to
accept Church’s Thesis prior to 1936, which is well known.106 But there is also
the issue of truth:

104 [82], pp. 80–82.
105 [82], p. 81.
106 For discussion of Gödel’s hesitation to accept Church’s Thesis prior to 1936 see [68]. Church’s

Thesis, as originally suggested by Church in 1934, identified effective calculability with λ-
calculability, and then with Herbrand-Gödel calculability, after the equivalence between the
two was established. Nowadays Church’s Thesis is identified with the broader proposition
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why didn’t Gödel . . . regard Theorem IX as such a proof? One problem in the
argument I have given that Theorem IX is such a proof is its free use of the
notion of truth, and locating the trouble in one extra axiom that must be false.
However, it seems very unlikely that Gödel, at least, would have regarded
that as a questionable part of the argument. What seems most likely lacking
is an appropriate analog of Church’s thesis.107

We saw that Gödel went to great trouble to excise semantic notions from the
proof of the First Incompleteness Theorem. Presumably the same set of pres-
sures would have operated on Gödel in the case of the Entscheidungsproblem.
So we differ with Kripke on this point. As for Church’s Thesis, it is well known
that Gödel did not accept that thesis prior to Turing’s work,108 so Kripke is
entirely correct on this score.

2.5 Computability
The First Incompleteness Theorem is commonly phrased as follows. There is
a mathematical statement G that is true but unprovable. More precisely, given
any consistent formal system T strong enough to code the basic properties of
finite sequences there is a statement that is true in the natural numbers but
unprovable in T. One may ask, why not add G as an axiom? As we know,
the resulting system is still incomplete. One may then ask, why not add all
statements true in the natural numbers as axioms? In that case we do capture
all the truths of arithmetic, so this system is complete in that sense. However
it is not effective, that is, the resulting theory is not recursively axiomatizable.
What saves the First Incompleteness Theorem from triviality, then – what gives
the First Incompleteness Theorem its power – is the concept of effectivity.
Thus if the First Incompleteness Theorem is thought of as saying that for-

mal systems of a certain very basic kind, which is to say effective and strong
enough in the above sense, cannot capture all arithmetic truths, understand-
ing the meaning of the theorem, and particularly gaining clarity on its scope,
depends on a having a clear notion, first, of the notion of “effective,” and, sec-
ond, of the notion of “formal system.” As for the notion of truth that appears
prominently here, we noted its excision from the theorem. Interestingly enough,
unlike the notions of effectivity and of formal system, providing an explication
of truth was not considered to be a piece of unfinished business by Gödel at this
point. And indeed as the years went on, Gödel would simply adopt the notion

that human effective calculability is adequately represented by the Turing Machine model of
computability, or any of its equivalents.

107 [82], p. 88.
108 We elaborate on this point in Section 2.5.
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of truth as a primitive in his writings, Gödel’s 1946 Princeton Bicentennial
Lecture being a prime example.109

As it turns out, Turing’smodeling of the notion “humanly effectively calcula-
ble” via his Machines definitively solved both problems for Gödel: the problem
of clarifying the concept of “formal system” and the problem of adequacy with
respect to the concept of “human effectively computable.” For Gödel, the con-
cept of formal system would become identical with that of a Turing Machine.
As he would later say: “In my opinion the term ‘formal system’ or ‘formalism’
should never be used for anything but this notion [i.e., a mechanical procedure
in the sense of the Turing Machine].”110

We take amoment to explain this development. Aswe noted, the First Incom-
pleteness Theorem was proved quite early in terms of the development of
computability theory. As various models of computability began to emerge in
the 1930s, the 1934 Herbrand–Gödel notion of general recursiveness among
them, the question arose whether the various models of computable function
that had emerged prior to 1936 were adequate for the notion of “humanly effec-
tively computable.” Gödel was not convinced, saying of the Herbrand–Gödel
recursive functions – the model of computation used in his 1934 lectures cited
above – that it was not clear that all recursions were covered by the model, in
spite of the fact that the Herbrand–Gödel recursive functions had been shown
to be equivalent to the other models of computation that were known at the
time.111 In particular Herbrand and Gödel had agreed in their correspondence
that the concept of finite computation was itself “undefinable,” a view Gödel
held through 1934 (and beyond), when he wrote the oft-quoted footnote 3 to
the lecture notes of his Princeton lectures:

The converse seems to be true if, besides recursions according to the scheme
(2), recursions of other forms (e.g. with respect to two variables simulta-
neously) are admitted. This cannot be proved, since the notion of finite
computation is not defined, but serves as a heuristic principle.112

Another stream of ideas generated by the Incompleteness Theorems concern
the concept of a formal system. The notion seems to be clearly defined, on

109 But see Gödel’s notes on Russell’s Multiple Relation Theory of truth (MRT), made during the
preparation of his 1944 paper “On Russell’s mathematical logic.” The notes are in volumes
IX and X of the so-called Max Phil notebooks. Floyd and Kanamori [27] provide an extensive
analysis of Gödel and the MRT.

110 [42], p. 195.
111 See also Kleene’s remarks in [42], p. 347, to the effect that Gödel was not convinced of

Church’s Thesis in 1934.
112 The claim, the converse of which is being considered here, is that functions computable by a

finite procedure are recursive in the sense given in the lectures [42], p. 348.
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its face – but how do we know that the notion of “formal system” does not
admit pathological counterexamples? Mathematicians are familiar with this
phenomenon; for example, in the nineteenth century the notion of continu-
ity was thought to be well understood; however, Weierstrass’s definition of
“continuous function” was shown to admit pathological counterexamples in
the form of space-filling or Peano curves (i.e., “dust”).
Second, how do we know that the formal systems at hand are broad enough

to formalize everything of interest? Is it possible that there are finitary proofs
that are not formalizable in the systems in question? Gödel is cautious on this
point in his 1931 paper:

For this [formalist] viewpoint presupposes only the existence of a consist-
ency proof in which nothing but finitary means of proof is used, and it is
conceivable that there exist finitary proofs that cannot be expressed in the
formalism of P (or of M and A).113

The issue is clearly a pressing one, because without a precise and adequate
definition of the concept of formal system, it is not clear what the scope of the
Incompleteness Theorem should be.
By 1935, Gödel’s reflections on computability in the higher-order context

began to point toward the possibility of a definitive notion of formal sys-
tem. Nevertheless, an absolute definition, in Gödel’s terminology, of effective
computability was still missing at that point. As Gödel wrote to Kreisel in 1965:

That my [incompleteness] results were valid for all possible formal systems
began to be plausible for me (that is since 1935) only because of the Remark
printed on p. 83 of “The Undecidable” …But I was completely convinced
only by Turing’s paper.114

In 1936 Turing’s model of computability, the Turing Machine as it is
now known, solved both problems for Gödel, and also for the wider logical
community: the problem of adequacy for the concept “humanly effectively
computable” as well as the problem of the generality of the First Incomplete-
ness Theorem. This turns on having a correct and fully adequate definition of
the concept of “formal system.” We cited Gödel’s 1965 letter to Kreisel above;

113 [42], p. 195. P is a variant of Principia mathematica.
114 Quoted in Sieg [117], in turn quoting from an unpublished manuscript of Odifreddi, p. 65.

Gödel’s “Remark” is contained in the addendum to the 1936 abstract “On the lengths of
proofs”: “It can, moreover, be shown that a function computable in one of the [higher-order]
systems Si, or even in a system of transfinite order, is computable already in S1. Thus the notion
‘computable’ is in a certain sense ‘absolute’, while almost all metamathematical notions oth-
erwise known (for example, provable, definable, and so on) quite essentially depend on the
system adopted.” “On the length of proofs,” [42], p. 399. Emphasis added.
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other evidence of this in the record is to be found in the 1965 publication of
Gödel’s 1934 Princeton Lectures, which include the following postscriptum,
added in 1964:

In consequence of later advances, in particular of the fact that, due to A.
M. Turing’s work, a precise and unquestionably adequate definition of the
general concept of formal system can now be given, the existence of undecid-
able arithmetical propositions and the non-demonstrability of the consistency
of a system in the same system can now be proved rigorously for every
consistent formal system containing a certain amount of finitary number
theory.
Turing’s work gives an analysis of the concept of “mechanical procedure”
(alias algorithm or computation procedure or “finite combinatorial pro-
cedure”). This concept is shown to be equivalent with that of a “Turing
machine.” A formal system can simply be defined to be any mechanical pro-
cedure for producing formulas, called provable formulas. For any formal
system in this sense there exists one in the [usual] sense that has the same
provable formulas (and likewise vice versa), provided the term “finite proce-
dure” occurring on page 346 is understood to mean “mechanical procedure.”
This meaning, however, is required by the concept of formal system, whose
essence it is that reasoning is completely replaced by mechanical operations
on formulas.115

It is not entirely obvious why regarding a formal system as a machine (in
Turing’s sense) should have solved the scope problem for Gödel. Indeed, to this
day, the claim that Gödel relies on here, that Turing’s model captures entirely
the concept of human effectivity, and more broadly the status of Church’s The-
sis itself, remains somewhat controversial. In [72] it is argued that underlying
Gödel’s move here, that is, seeing the scope problem as solved by the Turing
analysis of computable function, is a particular view of natural language, to wit:
giving a formalism-independent or formalism-free presentation of the concept
of “formal system,” a view coming through very clearly also in Tarski’s work

115 [42], p. 369. These are Gödel’s later remarks but contemporary references on Gödel’s gloss
on Turing’s work with regard to the notion of formal system would include the text *193?,
[45] dating presumably from the years 1936–1939. In the text, Gödel gives a perspicuous pres-
entation of the Herbrand–Gödel equational calculus. He also improves the result of the 1934
lectures, that undecidable sentences for the formal theories in question can be given in the form
of Diophantine equations, by showing that the Diophantine equations in question are limited
in degree and in the number of variables (while not actually computing the bound). His view
of Turing’s work at the time:
When I first published my paper about undecidable propositions the result could not
be pronounced in this generality, because for the notions of mechanical procedure and
of formal system no mathematically satisfactory definition had been given at the time.
This gap has since been filled by Herbrand, Church and Turing. The essential point is
to define what a procedure is. Then the notion of formal system follows easily …

[45], p. 166.
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(albeit stated in very different terms), is to reach a perfect endpoint in the
analysis (of the concept of “formal system”).

2.5.1 Proving the First Incompleteness Theorem from
the Existence of a Noncomputable Set

In a 2006 paper [14] Davis suggests that while “a whiff of paradox might
hang over the matter” of the proof of the First Incompleteness Theorem, the
perspective of computability reveals the fundamentality of that theorem. As
evidence Davis reminds us of what was mentioned in our discussion of Gödel
and the Entscheidingsproblem, namely that the First Incompleteness Theorem
also follows easily from the existence of an r.e. nonrecursive set.
We prove this now. Suppose S is an r.e. nonrecursive set. Such sets are easy

to find, for example, from the Halting Problem. Let R(x,y) be a p.r. relation
such that

n ∈ S ⇐⇒ ∃yR(n,y),

and suppose T is a consistent recursively axiomatized theory in which primitive
recursive predicates can be strongly represented.

Theorem 2.5.1 There is n such that ∀x¬R(n,x) is true but unprovable from T.

Proof. Suppose all true ∀x¬R(n,x) are provable in T. Note that if n ∈ S, then
R(n,m) for some m, whence T ` R(n,m), and further T ` ¬∀x¬R(n,x). Thus for
each n, according to whether n < S or n ∈ S, we have either T ` ∀x¬R(n,x) or
T ` ¬∀x¬R(n,x), but not both because T is consistent. Now we can decide
n ∈ S by starting to list the theorems of T and waiting to see which of
∀x¬R(n,x) and¬∀x¬R(n,x) appears, knowing that one will. Thus S is recursive,
a contradiction.

2.6 The Fixed Point Theorem from the Computability
Point of View

A final note on the Fixed Point Theorem. The powerful resonance between
incompleteness and computability comes out particularly strongly in the case
of this theorem. In the hands of computability theorists, the theorem emerges
in the form of the Second Recursion Theorem, due to Kleene.116 The theorem
depends on two facts: first, that every partial recursive function f has an index
relative to an enumeration of all partial recursive functions ϕe; second, the so-
called s-m-n theorem, which says that there is a total recursive function s(z,®y)

116 [75].
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such that for all indices e: ϕe(®y,®x) = ϕs(e,®y)(®x). The s-m-n theorem can be easily
proved directly; it also follows by a particularly easy application of Church’s
Thesis, in that one infers the intuitive computability of the function ϕs(e,®y)(®x)
from the computability of the function ϕe as follows: “given e,®y,®x, go to the e-
th computable function and evaluate it on the inputs ®y,®x.” With these two facts
in place we can now state and prove the Second Recursion Theorem:

Theorem 2.6.1 Let f(e,®y,®x) be an m + n + 1-ary computable function. Then
there is a total m-ary computable function g(®y) such that

ϕg(®y)(®x) = f(g(®y),®y,®x),®y ∈ Nm,®x ∈ Nn.

The proof is a one-liner:

Proof. Let e be such that ϕe(t,®y,®x) = f(s(t, t,®y),®y,®x) and let g(®y) = s(e,e,®y).

In his paper “Kleene’s amazing Second Recursion Theorem” [101]
Moschovakis wonders at the fact that a theorem with such a simple proof
should have such a wide range of significant applications, serving as it does
as a fundamental step in justifying “powerful, self-referential definitions.” He
also sees it as enabling a “pure” form of self-reference, to wit: lettingm = n = 0
we get:

ϕg() = f(g).

Why “pure”? Ordinarily this just indicates that the equation has no free vari-
ables in it. But a second sense of purity is surely in play; the general Fixed
Point Theorem for an appropriate theory T gives fixed points for any property
expressible in the language of the theory T. Here with the Second Recursion
Theorem the notion of property is greatly sharpened; fixed points are obtained
for computable functions, rather than for arbitrary T-expressible properties; and
the fixed point itself has the form of an index of a computable function, relative
to some fixed enumeration of these.
Here is the Fixed Point Theorem stripped to its essentials – the final word,

as it were.

THE SECOND INCOMPLETENESS THEOREM
3 The Unprovability of Consistency

Gödel’s First Incompleteness Theorem exhibits a true but unprovable state-
ment, whose negation is also unprovable. The Second Incompleteness Theorem
exhibits an independent statement of a specific kind, namely the – or, more pre-
cisely, a – consistency statement for the theory in question, as the consistency
of a theory can be stated in many different ways. This launches a second attack

https://doi.org/10.1017/9781108981972 Published online by Cambridge University Press

https://doi.org/10.1017/9781108981972


42 Philosophy and Logic

on the Hilbert Program, which in addition to completeness had asked for a
finitary, internal consistency proof for analysis.117

Gödel’s Second Incompleteness Theorem states that for the theories in ques-
tion, consistency cannot be proved internally – not for analysis, and not even
for Peano Arithmetic (and indeed as we know now, not for much weaker sys-
tems). The proof is, in a sense, a one-liner – while at the same time it is a coding
nightmare, or at least it was in 1930.
To see that the proof is a one-liner, recall that Gödel’s First Incompleteness

Theorem states that there are sentences that are true in the natural numbers, but
that are unprovable in the theory S in which Gödel worked, provided the theory
is consistent. The insight here is that the reasoning involved in the proof of the
First Incompleteness Theorem does not go beyond the reasoning licensed by S,
and therefore the proof of the First Incompleteness Theorem can be formalized
in S. The theorem is as follows, with PA as the base theory as usual:

Theorem 3.0.1 (Theorem XI) For Bew(x) as in Theorem VI, let Con(PA) be
the following sentence in the language of PA: ¬Bew(⌜0 = 1⌝). Then if PA is
consistent, Con(PA) is not provable in PA.

Proof. Let ϕ be a fixed point of the predicate ¬Bew(x) of Theorem VI, that is,

PA ` ϕ ↔ ¬Bew(⌜ϕ⌝).

Formalizing the proof of the First Incompleteness Theorem in PA yields

PA ` Bew(⌜ϕ⌝) → ¬Con(PA), (3.1)

and thus by the definition of ϕ,

PA ` Con(PA) → ϕ.

Since PA ⊬ ϕ, it must be that PA ⊬ Con(PA).

Note thatω-consistency is not needed in the proof of Gödel’s Second Incom-
pleteness Theorem. Note also that if we assume ω-consistency, then also
¬Con(PA) is unprovable.
The formalization step, that is, the work involved in expressing 3.1, was

omitted in 1931, whose last line is: “In that paper [i.e., part II of Gödel’s 1931],
also, the proof of Theorem XI, only sketched here, will be given in detail.” As
it turns out, Gödel never wrote what was to be part II of 1931, as the sketch of
the Second Incompleteness Theorem given in part I was enough to convince

117 For the desiderata of the program see, e.g., Hilbert’s [64], p. 540. We take up the impact of the
Incompleteness Theorems on the Hilbert Program below in Section 4.4.
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the logicians of the time of its validity. It must be said that standards of rigor
shift over time, so nowadays perhaps one would have had to say more than
Gödel does in his 1931.118 As Kleene put it: “Certainly the idea of the argu-
ment for Theorem XI (consistency) was very convincing; but it turned out that
the execution of the details required somewhat more work and care than had
been anticipated.”119 Eventually a complete proof of the Second Incomplete-
ness Theoremwas given by Hilbert and Bernays in some 60 pages in their 1939
book [62]. A much more compact treatment of the theorem was given by Löb
in his 1955 paper [89], and by now there are many, many different proofs of
the Second Incompleteness Theorem: model-theoretic proofs of various kinds
as well as many others, for example, involving Kolmogorov complexity due
to Chaitin, and proofs based on remarkable cardinals due to Friedman. There
is even a proof of the Second Incompleteness Theorem based on the surprise
examination paradox, due to Kritchman and Raz [84].
Before turning to Löb’s Theorem, which places adequacy conditions on the

provability predicate of the theory, we recount here an interesting episode
surrounding the Second Incompleteness Theorem. Immediately after Gödel’s
announcement of the First Incompleteness Theorem at the September 1930
Königsberg meeting, von Neumann and Gödel spoke about the result. A few
months after the Königsberg meeting (on November 20), von Neumann wrote
Gödel that using the methods of the First Incompleteness Theorem, one can
derive the unprovability of consistency. Gödel replied that he had done this,
and indeed Gödel had sent an abstract to the Vienna Academy (the text 1930b
on [42]) on October 30, of both the First and Second Incompleteness Theorems,
the abstract having been presented to the Vienna Academy of Sciences by Hans
Hahn on October 23. A few more letters were exchanged, at the end of which
von Neumann wrote, “Many thanks for your letter and your reprint. As you
have established the theorem on the unprovability of consistency as a natural
continuation and deepening of your earlier results, I clearly won’t publish on
this subject.”120 Looking back, one may raise the question whether the Second
Incompleteness Theorem should not be credited to Gödel and von Neumann
jointly, even so that there is a time gap of at least a month, and very likely a
number of months. At the end of the day it is best in such matters to leave the
decision on authorship to the figures involved – after all, they are the only ones
who know all the facts.

118 On the other hand published mathematical papers today are full of statements that a theorem
can be proved, accompanied by a proof sketch.

119 [42], p. 137.
120 [47], p. 339.
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4 Löb Conditions and Adequacy
Löb [89] introduced, as a modification of conditions given in Hilbert and
Bernays’s 1939 publication [62], conditions for the provability predicate to sat-
isfy in order that the Second Incompleteness Theorem holds. The conditions are
as follows:

I If PA ` ϕ, then PA ` Bew(⌜ϕ⌝).
II PA ` Bew(⌜ϕ → ψ⌝) → (Bew(⌜ϕ⌝) → Bew(⌜ψ⌝)).
III PA ` Bew(⌜ϕ⌝) → Bew(⌜Bew(⌜ϕ⌝)⌝).

Löb also proved a strengthening of the Second Incompleteness Theorem:

Theorem 4.0.1 If PA ` Bew(⌜ϕ⌝) → ϕ, then PA ` ϕ.

The Second Incompleteness Theorem now follows from the above theorem:
Assume PA ⊬ ⊥. Then by the Theorem, PA ⊬ Bew(⌜⊥⌝) → ⊥, that is, PA ⊬
¬Bew(⌜⊥⌝).
The Löb conditions are thought to divide “legitimate” provability predicates

from deviant ones.121 For, as Mostowski points out in [103], if we take B(x,y)
to represent as usual the predicate “x codes a proof of the formula with Gödel
number y,” and the consistency of arithmetic to be expressed by the formula
∀x¬B(x, ⌜0 = 1⌝), then we can devise a “deviant” provability predicate:

B′(x,y) ≡ B(x,y) ∧ ¬B(x, ⌜0 = 1⌝).

Mostowski’s point is that we could have taken this deviant formula to represent
provability:

Lemma 4.0.2 If PA is consistent, then B′(x,y) strongly represents “x codes a
proof of y”.

Proof. Suppose n codes a proof of a formula with Gödel number m. Then PA `
B(n,m). Since PA is assumed to be consistent, m , ⌜0 = 1⌝. Hence, PA `
¬B(n, ⌜0 = 1⌝). Thus, PA ` B′(n,m). The proof is similar in the case that n
does not code a proof of a formula with Gödel number m.

If we had taken this deviant formula to represent provability, the consistency
of PAwould be written as ∀x¬Bew′(x, ⌜0 = 1⌝). But then the consistency of PA
would be provable in PA:

Lemma 4.0.3 PA ` ∀x¬B′(x, ⌜0 = 1⌝).

121 They should be thought of as necessary but not sufficient conditions for “legitimate” provability
predicates.

https://doi.org/10.1017/9781108981972 Published online by Cambridge University Press

https://doi.org/10.1017/9781108981972


Gödel’s Incompleteness Theorems 45

Proof. Trivially, ¬B′(x, ⌜0 = 1⌝) is equivalent to the tautology

¬B(x, ⌜0 = 1⌝) ∨ B(x, ⌜0 = 1⌝)

and therefore provable in PA (and even without PA). Hence, again trivially

PA ` ∀x¬B′(x, ⌜0 = 1⌝).

Thus for some provability predicates the consistency is provable, raising the
question whether there is some choice for the provability predicate, smarter
than the above B′, for which consistency is suddenly provable. Löb’s condi-
tions show that consistency is unprovable for any provability predicate that
satisfies his conditions, as we argued after Theorem 4.0.1.122 But that did not
end the discussion of deviance, and indeed other forms of deviance soon began
to emerge.
It should be noted that it is a nontrivial task to demonstrate that particular

provability predicates satisfy the Löb conditions.

4.1 Axiomatizations
As part of the provability predicate one has to (strongly) represent the set of
Gödel numbers of the axioms. There are canonical representations, such as
those Gödel used. But what if we use some other representation – is the Second
Incompleteness Theorem still valid? In Feferman’s landmark paper “Arithmeti-
zation of metamathematics in a general setting” [20] he exhibits representations
of the axioms of the theory for which the associated consistency statement is
provable.
Feferman then defines what a “recursively enumerable” representation of

the axioms would look like and then defines what an “r.e.” representation
of the axioms in this sense would look like. He then proves that the Second
Incompleteness Theorem holds for such representations.

4.2 Numbering
As an essential part of the proof of the Second Incompleteness Theorem one
has to devise a Gödel numbering of the symbols and expressions of PA. There
is the ordinary Gödel numbering used by Gödel, but what if we use some other
Gödel numbering? Is the Second Incompleteness Theorem still valid? In his
[49], Grabmayr showed that one can exhibit Gödel numberings that violate the
Second Incompleteness Theorem, that is, for which the associated consistency
statement is provable in PA. He uses even numbers to code provable sentences

122 See [85] for a recent survey.
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and odd numbers to code all the rest, and the resulting provability predicate still
satisfies the Löb conditions.123

Grabmayr then defines the concept of “admissible” Gödel numbering. Note
that one cannot just stipulate that the set of Gödel numbers of syntactic strings
is, for example, an r.e. set, because the expressions are not themselves natural
numbers. Grabmayr overcomes this and defines what an “admissible” number-
ing would look like; he then proves that the Second Incompleteness Theorem
holds for such numberings. He also does the same for notation systems, that
is, he exhibits deviant notation systems violating the Second Incompleteness
Theorem.
The literature on deviance is relatively substantial and the philosophical

issues are deep. The problem is not that deviance exists; it is rather that, as
in the case of computability, where the problem is also acute, it is difficult to
separate the deviant from the nondeviant.

4.3 Consistency is Provable with Extra Assumptions
4.3.1 Gentzen

Peano Arithmetic includes among its axioms an induction schema for inductive
proofs on the canonical well-order of the natural numbers. In fact induction
can also be proved for more complicated well-orderings. For example, one can
prove induction for well-orderings of type ω + ω, ω · ω, and ωω . The limit is
ϵ0, which is the least fixed point of ordinal exponentiation or alternatively the
limit of the sequence α0=ω, αn+1 = ωαn , n < ω. Induction over any ordinal less
than ϵ0 is provable in Peano Arithmetic. But Gentzen showed [39] that if the
induction schema is assumed for well-ordering of type ϵ0, the consistency of
Peano Arithmetic is provable. Therefore, by Gödel’s Second Incompleteness
Theorem, induction for ϵ0 cannot be proved in Peano Arithmetic. As opposed
to the semantic proof of consistency, that is, the (trivial) proof of consistency
by assuming the existence of the standard model, Gentzen’s was the first proof-
theoretic proof of the consistency of Peano Arithmetic.

4.3.2 Turing

Suppose T is PA or some other arithmetical theory for which the First Incom-
pleteness Theorem holds. We know T ⊬ Con(T). Let

T0 = T
Tα+1 = Tα ∪ {Con(Tα)}
Tν =

∪
α<ν Tα

123 The Fixed Point Theorem fails for this numbering.
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It is not obvious how Con(Tα) should be defined for infinite α but we disregard
this problem here. Turing [128] asked whether every number-theoretic question
can be solved in some Tα. He proved the following partial result:

Theorem 4.3.1 If ϕ is a true Π01 sentence, then there is α such that Tα ` ϕ.

In fact, we can choose α = ω + 1. Feferman [21] defines more general
progressions than the above T0,T1, . . . ,Tα, . . ., based on so-called reflection
principles, of which consistency statements are a special case. He showed that
there is a progression of length ωωω such that every true arithmetical sentence
is provable in some Tα.124

4.4 Does the Second Incompleteness Theorem Refute
the Hilbert Program’s Demand for an Internal

Consistency Proof?
As Feferman famously pointed out in “Arithmetization of metamathematics
in a general setting” [20] (following Bernays), Gödel’s First Incompleteness
Theorem exhibits a sentence in the language of the relevant theory that is
undecided by that theory; however, the simple claim that, for example, Peano
Arithmetic is incomplete does not rest on any possible meaning of the sen-
tence in question. This is not the case with the second theorem, where the
claim that any sufficiently strong theory cannot prove “its own consistency”
– however that is phrased – must depend on the meaning of the consistency
statement as read by the theory. That is, we should grant the meta-theoretical
claim that a theory T cannot prove its own consistency only when there is a
sentence that both T “recognizes” as a consistency statement, and that T cannot
prove.
In a number of books and papers Detlefsen (among others) challenged the

view that the Löb conditions identify the intensionally adequate provability
predicates:

Themoral of the analyses of Bernays and Feferman, according toMostowski,
is that some metamathematical tasks (e.g., the evaluation of Hilbert’s Pro-
gram) call for a degree of fidelity between an arithmetical representation and
the notion it represents which exceeds that which an extensionally adequate
representation can guarantee. The degree of fidelity between a metamathe-
matical notionM and the formulaM of T which, under arithmetization, is to
represent it, is determined by the proportion of truths regardingM which are
registered as theorems of T when M is “translated” as M. But, we must be
careful to take general as well as specific truths, regardingM into the mix.

124 See also Franzén’s [31].
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Such, at any rate, is the view of arithmetization whichMostowski urges. And
it implies, or at least suggests, a corresponding defense of the Derivability
Conditions. That defense, as we see it, would proceed roughly as follows:
if we take as our T-theoretic representation of the notion of provability-in-T
a formula satisfying the Derivability Conditions, then we will codify more
truths concerning that notion as theorems of T, and hence do a better job of
representing it, than we would otherwise do.
However, the cogency of this reasoning is convincingly called into ques-
tion by an observation which, curiously enough, Mostowski himself makes;
namely, that regardless of which formula we choose to represent the notion
of provability-in-T (or such cognate notions as X’s being a proof in T of Y),
not all truths involving that notion will be codifiable as theorems of T.125

Detlefsen cites the consistency statement for T as a paradigmatic example of a
truth not codifiable in T.126

The issue of intensional adequacy with respect to the provability predicate
persists, as does a broader question: What is the finitary standpoint? The work
goes on. As Hilbert and Bernays wrote in Grundlagen der Mathematik: 1:

the view …that certain recent results of Gödel show that my proof theory
can’t be carried out, has been shown to be erroneous. In fact that result shows
only that one must exploit the finitary standpoint in a sharper way for the
farther reaching consistency proofs.127

VARIATIONS AND PHILOSOPHICAL CONSEQUENCES
5 Other Proofs of the First and Second Theorems

The literature on the Incompleteness Theorems is overflowing with new proofs
of those theorems – indeed, the reader can be assured that as they read these sen-
tences, a logician somewhere is toiling away at producing another such proof.
Giving a comprehensive survey of alternate proofs here is thus out of the ques-
tion. We sample some of the early ones, chosen because they shed light on the
development of certain logical interests: the search for a diagonal free proof,
which begins almost immediately after the publication of 1931; the search for a
language- or even logic-free proof, under more or less Tarskian pressures (see
Section 6, “Mathematical Incompleteness”); and the search for model-theoretic
proofs.128

5.1 Kuratowski’s Proof
In 1925 Kuratowski [86] proved that one cannot prove in (axiomatic) set theory
that there are (strongly) inaccessible cardinals > ω. The proof is as follows.

125 [18], p. 103.
126 See also Franks’s [30]. For further discussion of this issue see [71].
127 [61], p. vii.
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Suppose otherwise. Let κ be the least strongly inaccessible > ω. Now Vκ is
also a model of the axioms of set theory. Hence by our assumption there is an
inaccessible cardinal λ > ω in Vκ . But then λ is really inaccessible and smaller
than κ, contrary to the minimality of κ.
Models of ZFC of the form (Vκ,∈) with κ strongly inaccessible are ubiq-

uitous and well known. For the second-order ZFC these are, in fact, the only
models, a fact due to Zermelo [142]. Thus the proposition “There are strongly
inaccessible cardinals” can be considered a version of “There is a model of
ZFC” and hence a form, though of course only approximately, of the state-
ment “ZFC is consistent.” It is in this sense that Kuratowski’s result anticipates
Gödel’s Second Incompleteness Theorem. Kuratowski’s is almost certainly the
first proof of a limitative result for ZFC. That is, Kuratowski gives us a very
natural statement that is not provable in ZFC.129

5.2 Robinson’s Diagonal-Free Proof
In Section 2.2 we noted that in its initial form Gödel’s First Incompleteness
Theorem says that there must be unprovable truths, because the provables are a
definable set and the truths are not, by Tarski’s theorem on the undefinability of
truth. In this sense Tarski’s theorem implies the First Incompleteness Theorem.
In fact we can obtain a diagonal-free proof of Tarski’s theorem, due to Robinson
[111]. Consequently, we obtain a genuinely diagonal-free proof of Gödel’s First
Incompleteness Theorem in its original, semantic form.
Let V be the set of Gödel numbers of true arithmetic sentences. We show that

V is not a definable subset of the standard modelM0.130 Suppose otherwise. Let
Num(x) be as in 2.3.2. Let T(z) be a formula that defines V inM0. Let Len(w, t)
strongly represent the predicate “w is the Gödel number of some formula whose
length is ≤ t.” Let Sbst(u,v,w, t) strongly represent “w is the Gödel number of a
formula which defines a function f(x) and t is the Gödel number of the sentence
Num(v) = f(Num(u)).” Now

M0 |= ∀u∀s∃v∀w∀t((Len(w, s) ∧ Sbst(u,v,w, t)) → ¬T(t)). (5.1)

That is, “for all u and s there is v such that whichever definition of length at
most s of a function f(x) we take, f(u) , v.” Since the number of formulas of
length at most a fixed number is finite, the claim (5.1) follows trivially.
LetM be a nonstandard elementary extension ofM0 and let a be a nonstand-

ard element inM. LetM0(a) be the intersection of all elementary submodels of

129 See also Kripke [81].
130 We usually denote M0 by N, but we follow here Robinson’s notation.
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M containing a. Since (5.1) is true (also) inM0(a), we have

M0(a) |= ∀w∀t((Len(w,Num(a)) ∧ Sbst(Num(a),Num(b),w, t)) → ¬T(t))
(5.2)

for some b ∈ M0(a). That is, whichever definition of length ≤ a of a function
f(x) we take, the sentence f(Num(a)) = Num(b) is false. There is a definition
ϕ(x,y) for a function f such that b = f(a), that is,

M0(a) |= Num(b) = f(Num(a)).

The length of ϕ(x,y) is a standard number, hence smaller than a in M0(a). Let
n be the Gödel number of ϕ(x,y). Then Len(n,a) is true inM0(a) and as

M0(a) |= ∀t((Len(Num(n),Num(a))∧
Sbst(Num(a),Num(b),Num(n), t)) → ¬T(t))

we obtain

M0(a) |= ∀t(Sbst(Num(a),Num(b),Num(n), t) → ¬T(t)), (5.3)

intuitively saying that the sentence f(a) = b is false. Letm be the Gödel number
of the sentence ϕ(Num(a),Num(b)). Then, by the definition of f,

M0(a) |= Sbst(Num(a),Num(b),Num(n),Num(m)) ∧ T(Num(m)).

It follows that

M0(a) |= ∃t(Sbst(Num(a),Num(b),Num(n), t) ∧ T(t)),

contradicting (5.3).131

5.3 Smullyan’s Logic-Free Proof
Smullyan’s remarkable proof is entirely abstract, that is to say it is entirely
(formal) language- and logic-free. It is decidably not diagonal-free, however,
and indeed one would hardly expect a diagonal-free proof from this logician,
who was completely enamored of diagonalization! The key concept behind
Smullyan’s proof is that of a representation system, about which Smullyan
remarks: “The [representing] function H varies considerably from system to
system, and our whole purpose is to get away from all entanglements with the
formal peculiarities of particular systems, and to study representability relative
to a completely arbitrary function Φ.”132 We now give Smullyan’s proof.

131 For a self-reference–free proof of the Second Incompleteness Theorem see also Visser’s [135].
See also Visser and Halbach’s [57, 58].

132 [121], p. 39.
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A language is a sextuple

L = (E,S,T ,P,H,Φ),

where

1. E is a countably infinite set whose elements are called the expressions.
2. S ⊆ E and its elements are called the sentences.
3. T ⊆ S and its elements are called the true sentences.
4. P ⊆ T whose elements are called the provable sentences.
5. H ⊆ E and its elements are called the predicates.
6. a function Φ assigns to every expression E and every natural number n an

expression E(n). IfH is a predicate and n is a natural number, the expression
H(n) is always a sentence.
The point of the quintuple L is that it is totally abstract. All we need is an

arbitrary countably infinite set E together with four subsets satisfying some
simple inclusion and exclusion assumptions and the function Φ.
A set A of natural numbers is called expressible in L if for some predicate

H of L, for all n:

n ∈ A ⇐⇒ H(n) ∈ T .

Since E is countably infinite, there is a one-to-one function g that assigns to
each expressionE a natural number g(E) called theGödel-number ofE in such a
way that every number is the Gödel-number of an expression. We let En be that
expression whose Gödel-number is n. Thus, g(En) = n. The diagonalization
of En is the expression En(n). For any n, we let d(n) be the Gödel-number of
En(n). The function d(x) is called the diagonal function of the system. For any
set A of natural numbers, let A∗ be defined by

n ∈ A∗ ⇐⇒ d(n) ∈ A.

Let P = {n : En ∈ P}.

Theorem 5.3.1 If the set (−P)∗ is expressible inL, then there is a true sentence
of L not provable in L.

Proof. LetH be a predicate that expresses (−P)∗ and let h be the Gödel-number
of H. Let G = H(h). By the choice of H and by the definition of expressibility,
for any n,

H(n) ∈ T ⇐⇒ n ∈ (−P)∗.

Putting n = h yields

H(h) ∈ T ⇐⇒ h ∈ (−P)∗.
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Now h ∈ (−P)∗ if and only if d(h) ∈ −P if and only if d(h) < P. But d(h) is the
Gödel-number of H(h) and so

d(h) < P ⇐⇒ H(h) < P .

So we have

H(h) ∈ T ⇐⇒ H(h) < P .

If now H(h) ∈ P, then H(h) ∈ T . By the above equivalence, H(h) < P, a
contradiction. Hence H(h) < P. By the above equivalence again, H(h) ∈ T .
This means that H(h) is true but not provable in L.

5.4 A Model-Theoretic Proof of the First Incompleteness
Theorem from Tennenbaum’s Theorem

We stated Tennenbaum’s Theorem in Section 2.3.3, which says that the arith-
metic operations of a nonstandard, countable model of PA cannot be recursive.
A generalization of Tennenbaum’s Theorem says that in a nonstandard model
every set in the standard system is recursive in the plus and times of the
model.133 So if plus and times are recursive then every set in the standard
system is recursive. But this contradicts the fact that with recursively insep-
arable sets one can show that there is always a nonrecursive set in the standard
system.134

Now to Gödel’s Incompleteness Theorems. By the Henkin Completeness
Theorem there is a ∆02 nonstandard modelM of PA, that is, a nonstandard model
(ω,+M,×M), where both +M and ×M are ∆02-predicates on the natural numbers.
By Tennenbaum’s Theorem, every set in the standard system ofM is recursive
in the plus and times of the model and hence∆02. SupposeMwere an elementary
extension of the standard model. Then every arithmetical set belongs to the
standard system ofM. Hence every arithmetical set is recursive in the plus and
times of M. Hence these plus and times cannot be themselves arithmetical, by
the hierarchy theorem of arithmetic sets asserting that the hierarchy is a strict
one.135

HenceM cannot be an elementary extension of the standard model. Now let
ψ be a sentence that is true in the standard model but false in M. Then ψ is
independent of PA.

133 A set of natural numbers X belongs to the standard system of a model of arithmetic M if it
is parametrically definable in the model, i.e., if for some a formula ϕ, X = {n ∈ N |M |=
ϕ(n, a1, . . . , an), ai ∈ M}.

134 See Smoryniski [120]. See also Kossak and Schmerl [66] and Kaye [66].
135 This use of hierarchy theorem can be avoided, according to Smorynski, in which case we obtain

another genuinely diagonal-free proof.
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6 Mathematical Incompleteness
We begin not with Gödel but with Tarski. Tarski’s conceptualization of “the
mathematical,” as he called it, a conceptualization that grew out of a mix-
ture of influences ranging from the algebraic school associated with Peirce and
Schröder in the nineteenth century, to the sometime antifoundationalism of the
Warsaw School and to the analysis of geometric notions pursued by contem-
porary Polish mathematicians,136 would contribute – if not found – a stream of
research in model theory that prioritizes the suppression of syntax and logic in
one form or another, and the forefronting of semantic concepts.
Tarski instrumentalized the “the mathematical” in the form of a concrete pro-

gram: convert metamathematical theorems into “mathematical” ones. Tarski’s
1929 theorem characterizing the sets definable in the first-order theory of real
closed fields is a prime example; a set of real numbers is definable in that theory
if it is a finite union of intervals of the real line.137 What did “the mathemat-
ical” mean, exactly, for Tarski? Judging from the theorems, this refers to the
elimination of metamathematical concepts from statements and proofs of, for
example, the Löwenheim-Skolem Theorem, or the Completeness Theorem, by
reformulating metamathematical concepts (such as elementary equivalence) in
natural language, with no mention of syntax or semantics – never mind that a
distinction might be drawn between the two.
Here is Vaught in 1986 [133], commenting on Tarski’s 1950 ICM

Lecture:

An additional feature is that in the whole presentation Tarski (returning to
and expanding his old methods from [123]) manages to define notions like
“EC class” without any mention of a formalized language. Tarski liked the
idea of replacing a “metamathematical” definition by a “mathematical” one;
and was even more pleased by a “very mathematical” one such as Birkhoff’s
definition [6] of equational class. Later on he very much liked the “purely
mathematical” definition of A ≡ B by R.Fraïssé [elementary equivalence in
terms of EF games; [29]], and still later the definition using ultraproducts (see
below) [of Keisler/Shelah; [67], [115]]. These very suggestive intuitive ideas
may be without a precise content, as a precise distinction between “mathe-
matical” and “metamathematical” might well be considered to be impossible
because of Tarski’s definition of truth! Of course it is only in proofs that
mathematicians must be precise. In the important matter of selecting what to
think about, anything goes!138

136 See, for example, [25].
137 See [72] for an extended analysis of this move of Tarski’s.
138 [133], p. 875. Errata in [132]. Birkhoff’s theorem characterizes an equational class by means

of set-theoretical closure operations, together with the notion of homomorphism. Precisely,
a class of structures is an equational class if and only if it is closed under subalgebra, direct

https://doi.org/10.1017/9781108981972 Published online by Cambridge University Press

https://doi.org/10.1017/9781108981972


54 Philosophy and Logic

Vaught’s qualms with defining “the mathematical” aside, the point here is
that this mathematical orientation of Tarski’s would be adopted by the logi-
cal community, not necessarily with regard to metamathematical concepts in
general but with regard to the Incompleteness Theorems, in the form: findmath-
ematical formulations of those theorems. And while this was very likely done
without any reference to Tarski, nevertheless a similar set of pressures were
likely in play.
As we noted, Gödel already observed that his undecidable sentence can be

made arithmetical, involving a string of alternating quantifiers followed by a
Diophantine equation. By the celebrated MRDP Theorem,139 we know that
this string of quantifiers can be made existential. This led to the existence of
universal Diophantine polynomials.140 Of course, Diophantine problems are
certainly mathematical! It must be said, though, that those arising from the
Incompleteness Theorems are still based essentially on coding.
Coding aside, there is a powerful moral here: the MRDP Theorem together

with, for example, the Second Incompleteness Theorem generates a host of
independent Diophantine statements. For example, consider the standard con-
sistency statement for ZFC, that is, ∀x¬B(x, ⌜0 = 1⌝) (taking B(x,y) to mean
as usual “x is a proof of the formula with Gödel number y.” By the MRDP
Theorem this is equivalent to a Diophantine equation (with natural number
coefficients!)) prefixed by a universal quantifier. By the Second Incomplete-
ness Theorem the question whether this equation has integer solutions is
independent of ZFC.
Will these Diophantine equations cause trouble for the number theorist? In

the opening of this Element we referred to the idea of a cordon sanitairewalling
classical mathematics off from incompleteness.Macintyre’s rather peckish [92]
is optimistic that the walls will hold:

The number theorists are keenly aware of issues of effectivity . . . and indeed,
of relative effectivity. Moreover, each of the classical finiteness theorems is
currently lacking expected effective information. However, there is not the
slightest shred of evidence of some deep-rooted ineffectivity.141

In an interesting suggestion in the paper Macintyre identifies “the
problem”:

product, and homomorphic images. As for the EF or Ehrenfeucht-Fraïssé games, the idea here
is of a logic being given by a game.

139 See Section 2.4.2.
140 A Diophantine polynomial P is said to be universal if for every r.e. set A and for all n, there

is m such that n ∈ A ↔ ∃x1, . . . ∃xkP(x1, . . . , xk,m, n) = 0. [65] gave explicit examples
and pointed out they can be of degree 4; [54] showed that a universal Diophantine polynomial
cannot be of degree ≤ 2; for polynomials of degree 3 the question seems to be open.

141 [92], p. 14.
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In central parts of mathematics, one does not go looking for monsters, and
one does not encourage them to intrude. One of themost deplorable effects of
Gödel’s work is the fixation with examining phenomena in utmost generality,
in territory far beyond mathematical civilization.
Grothendieck has stressed that the foundational efforts of the analysts and
general topologists create structures that are irrelevant or distracting for
geometry, and indeed the impact of Gödel’s incompleteness theorems on
mathematics for mathematics in the tradition of Riemann or Poincaré,
where algebraic topology gives the perspective. We now know (and on this,
logicians and geometers interact) that there are extensive non-Gödelian (un-
Gödelian?) territories in mathematics, where the category of definable sets is
rich enough to support most of the constructions of algebraic and differential
topology but moderate enough that Gödelian pathologies are avoided . . . Of
course, one has to go deeply into specifics to get these universes, whereas
Gödel’s theory is all purpose in most of its applications.142

The impulse to generalize in mathematics is very powerful – see, for exam-
ple, the notion of “function” due to Leibniz. But generalization can go too far,
and Macintyre’s admonition to the logician is a good one – “Back to rough
ground!” as Wittgenstein admonished the philosophers. That is, mathematics
flourishes when it sticks to the case at hand.
Macintyre predicts that there will be no serious incursion of incompleteness

into classical or, as it is sometimes called, “core” mathematics. And while he
may be entirely right in his prediction how mathematics will turn out in the
future, history has shown that mathematics is anything but predictable:

The problem of deciding whether curves overQ have integer points is not yet
known to be decidable, but there is a bodyguard of theory, quite independ-
ent of logical considerations and by now heavily supported by numerical
evidence, that implies that undecidability is not to be expected. Indeed, it
is to be dreaded (and this is Shafarevich’s “gloomy joke”) because of its
implications for high theory.143

In any case, one cannot help but notice an interesting irony. We recounted
the complex evolution of Gödel’s concerns about the generality of the
Incompleteness Theorems – but now Gödel’s work is thought to be too
general.

142 [92], p. 14. This section is entitled “Topologie Modérée,” i.e., to tame or “moderate” topology,
incorporating the idea of restricting to the cases at hand. As described in [2], this means the fol-
lowing: “In particular, motivated by surface topology and moduli spaces of Riemann surfaces,
Grothendieck calls there for a recasting of topology, in order tomake it fit to the objects of semi-
algebraic and semianalytic geometry, and in particular to the study of the Mumford-Deligne
compactifications of moduli spaces.”

143 [92], p. 7.
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6.1 Paris-Harrington
By now there are many mathematical independence results, but very likely the
first of these is due to Paris and Harrington [106].144 A strengthening of a finite
Ramsey Theorem, it is an easy consequence of the infinite Ramsey Theorem
and therefore provable in ZF. However, it is unprovable in PA, and indeed inde-
pendent of PA. Why? If this Ramsey Theorem is added to PA, one can prove
Con(PA). Since Con(PA) is unprovable in PA, so is this Ramsey Theorem. An
interesting feature of the proof is that if f(n) denotes the minimum size of a
finite set where we can get a so-called relatively large homogeneous set of size
n, then f grows faster than any function that is provably recursive inPA. This led
to the investigation of so-called rapidly growing Ramsey functions, all related
to independent statements for PA and its extensions.145

Ramsey’s Theorem146 says that if I is an infinite set, n,m are natural numbers,
and the subsets of I of size n are divided into m colors, then there is an infinite
subset H of I such that all subsets of H of size n are in the same class. This is
denoted symbolically as

∀n∀m(ℵ0 → (ℵ0)nm). (6.1)

If we think of the division into m classes as a coloring of the subsets by
m colors, then H is homogeneous in the sense that all subsets of size n have
the same color. Instead of an infinite set I we can also do the same for finite
sets. This is Finite Ramsey’s Theorem, which states that if n,m,k are natural
numbers and the subsets of size n of a sufficiently large finite set 1, . . . , r are
divided into m classes, then there is a subset H of 1, . . . , r of size k, all sub-
sets of size n of which are in the same class. In other words, if the subsets
of size n of a sufficiently large finite set 1, . . . , r are colored with m color
then there is a homogeneous subset H of 1, . . . , r of size k. This is written
symbolically as

∀n∀m∀k∃r(r→ (k)nm). (6.2)

Naturally, when n,m,k are given, the smallest r for which this is true may
be quite large, typically exponentially larger than n,m,k. Nevertheless Finite
Ramsey’s Theorem is provable in PA.
We can modify the coloring condition of Finite Ramsey’s Theorem as fol-

lows. We say that H is relatively large if H is as large as the number that is
the minimum number of H. With this modification Finite Ramsey’s Theorem

144 For a revisionist history see [83].
145 See [73].
146 See, e.g., [51].
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now becomes: if the subsets of size n of a sufficiently large finite set 1, . . . , r
are colored with m colors, then there is a relatively large homogeneous subset
H of 1, . . . , r of size k. This is written symbolically as

∀n∀m∀k∃r(r→
∗
(k)nm). (6.3)

Now with this slight modification, (6.3) becomes suddenly unprovable in PA!
It is provable in set theory (by means of the infinite Ramsey’s Theorem), so
it is actually independent of PA, assuming (a bit more than) the consistency
of PA.
The Paris-Harrington statement appears to be a purely mathematical exam-

ple of the incompleteness of PA – mathematical in Tarski’s sense, that is –
because of its resemblance to (6.3) to (6.2), and because of the absence of
metamathematical concepts. As many have pointed out, however, the con-
cept of “relatively large” is self-referential in flavor, as it is required that
the size of the homogeneous set is at least the minimum of the very same
set. However, the self-reference appears to be very slight. On the other hand,
(6.3) is equivalent in PA to 1-consistency, that is, to the Σ1-Reflection Prin-
ciple that any provable Σ1-sentence is true, which is provable in stronger
theories like ATR0 and ZFC. So (6.3) apparently has some metamathematical
content.

6.2 Kruskal’s Theorem
Kruskal’s Theorem is the following. Let {Tk}, k ∈ N be an infinite sequence of
finite trees. Then there exist indices i, j ∈ N with i < j such that Ti is inf-
preservingly-embeddable into Tj, that is, there exists a one-to-one, inf- and
order-preserving mapping of Ti into Tj.
Friedman’s program (see below) emphasizes finding finitary independence,

but Kruskal’s Theorem is not considered to be finitary, referring as it does to
infinite sequences. By compactness, a finitary corollary of the theorem can be
proved. Suppose m is given. There is n such that if T0,T1, . . . ,Tn is a sequence
of finite trees in which every tree Tk has at most m + k vertices. Then there are
i < j such that Ti can be inf-preservingly embedded in Tj. Friedman [35] proved
that the finitary statement implies the 1-consistency of ATR0,147 and therefore
by Gödel’s Second Incompleteness Theorem the statement cannot be proved in
ATR0.148

147 ATR0 is the formal system of arithmetical transfinite recursion with quantifier-free induction
on the natural numbers.

148 See Simpson’s [119] for this and other related results. See also [4] for further discussion.
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6.3 Weiermann’s Phase Transition Results
A fascinating development in this area involves the phase transition results
(so-called) due to Andreas Weiermann [137] dating from 2009. Weiermann
describes phase transitions as follows:

Phase transition is a type of behaviour wherein small changes of a parameter
of a system cause dramatic shifts in some globally observed behaviour of
the system, such shifts being usually marked by a sharp ‘threshold point’.
(Everyday life examples of such thresholds are ice melting and water boiling
temperatures.) This kind of phenomenon nowadays occurs throughout many
mathematical and computational disciplines…149

As it turns out, phase transitions turn up in the Incompleteness Theorems,
in the sense that if one parametrizes certain versions of them, for example,
in the form of Friedman’s miniaturization of Kruskal’s Theorem, then explicit
values of the parameters can be calculated, so that below the value the state-
ment is provable, and above the value the statement becomes unprovable. As
Weiermann explains:

[t]he underlying idea is roughly speaking as follows. Let us assume that A is
a given assertion in the language of first order Peano arithmetic (PA) which is
parametrized with a non-negative rational number r and that A(r) is true for
all values of r. Let us further assume that A(r) is unprovable for large enough
values of r and that this property is monotone in the following sense: if r < s
and A(r) does not follow from PA then A(s) also does not follow from PA.
Moreover assume that for small enough values of r the assertion A(r) does
follow from PA. In this situation there will be a phase transition threshold ρ
…given by the resulting Dedekind cut. Determining ρwill in general provide
valuable information about the general question:What makes a true assertion
A unprovable from PA?
For Kruskal’s theorem the critical value for ρ is given by ln(2)/ln(α), (where
α, the so called Otter’s tree constant, has numerical value 2.95576 . . .). (It
is currently not known whether it is rational or algebraic….)

These phase transition results are profound and deeply interesting, but they
have not drawn the philosophical attention they deserve.

7 Set Theoretical Incompleteness
The logician’s search for natural independence, that is, for statements inde-
pendent of a given theory that do not involve diagonalization or self-reference,

149 [137], p. 241. In the author’s [72] the phenomenon of phases transition is referred to as “entan-
glement,” which occurs when small changes in syntax, or in the formalism more broadly,
induce global changes. For example, the so-called 0–1 laws due to Fagin are sensitive to sig-
nature in the sense that they hold for relational languages, but fail if the language contains
function symbols.
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and that are mathematical in flavor, is amply rewarded in set theory. That is, in
addition to Gödel sentences involving consistency or asserting unprovability
of the Gödel sentence, a fairly large number of natural, set-theoretical inde-
pendent statements have been found. One such has been discussed already in
Section 5.1, namely the Second Incompleteness Theorem in the form of the
unprovability of the existence of inaccessible cardinals. But others were soon
to follow, particularly after the invention of forcing in 1963.
Before turning to themost prominent of these, namely the continuumhypoth-

esis (CH), note that the existence statement for any so-called large cardinal,
fromMahlo and weakly compact up to supercompact and beyond, will be inde-
pendent of ZFC, as these are all inaccessible. So here is a plethora of naturally
occurring independent set-theoretical statements. As for the CH, due to Cantor
and first on Hilbert’s famous list of open problems given at the Paris ICM in
1900, it states that an infinite set of real numbers must either be countable, or
of the same size as the entire set of real numbers. Gödel showed in 1937 [41]
that the CH cannot be disproved from the axioms of ZFC, that is, ZFC + CH is
consistent. Cohen proved the consistency of ZFC + not-CH in 1963, for which
he won a Fields Medal.
Is the CH important for mathematics? As it turns out, mathematicians seem

to do very well in spite of not knowing the size of the continuum – the size,
that is, as measured by the ℵ-hierarchy, as of course it can easily be shown
that the continuum is of size 2ℵ0 . In a situation analogous to the case of math-
ematical incompleteness relative to Peano Arithmetic, set theorists began to
search for independence results of a more concrete nature – statements that are
entirely mathematical, in Tarski’s sense of mathematical, but not involving, for
example, cardinality. The following is a sample of some of these.

Borel’s conjecture that strong measure zero sets are countable. A subset
A of the real line is said to be of strong measure zero if for every sequence
αn of positive reals there exists a sequence In, n ∈ N of intervals such that
|In | < αn for all n and A ⊆ ∪In. Borel conjectured that every strong measure
zero set is countable. As it turns out this is independent of ZFC, as proved by
Sierpinski [118], for the consistency of the negation, and Laver [87] for the
consistency.

Borel Determinacy and Zermelo Set Theory. Consider the following two-
player game. A subset A of the unit interval is named at the outset. Players
then take turns choosing xi and yi ∈ {0,1}. Player I wins if the sequence
〈x0,y0,x1,y1 . . .〉, interpreted as an element of the unit interval, is in A. Player
II wins if the sequence is not in A. We say that the set A is determined if this
game is determined, meaning that one of the players has a winning strategy.
The Axiom of Determinacy (AD) states that every set of reals is determined.
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AD is incompatible with the Axiom of Choice but holds in L(R),150 assuming
large cardinals. Closed sets are determined and Borel sets are determined, a
result due to Martin [96].151 Friedman [32] proved that Borel Determinacy is
unprovable in Zermelo’s set theory,152 in that the proof is impossible without
ℵα iterations of the power set axiom for all α < ω1.

Friedman’s concrete independence. Friedman’s longstanding concrete inde-
pendence program seeks mathematical statements that are independent of
ZFC. We mentioned the finitary version of Kruskal’s Theorem that Fried-
man proved to be independent; here the focus is on the existence of large
cardinals.
A typical result among many of this kind due to Friedman in this brilliant

line of research is the following [36]. The statement “There is a set E such that
every transitive set not in E has a four element ⊂-chain” is equivalent over ZFC
to the existence of a subtle cardinal. Hence it cannot be proved from ZFC but it
is true if we assume a subtle cardinal. Subtle cardinals are strongly inaccessible
and in size roughly between weakly compact and measurable.153

Projective determinacy and regularity properties of the reals. The classical
descriptive set theory project of the 1920s and 1930s, which sought to clas-
sify point classes of the descriptive hierarchy, so-called, came to a halt in the
1930s over the problem of extending the so-called regularity properties to the
projective sets.154 As Luzin famously said:

[o]ne does not know and one will never know of the family of projective sets,
although it has cardinality 2ℵ0 and consists of effective sets, whether every
member has cardinality 2ℵ0 if it is uncountable, has the Baire property, or is
even Lebesgue measurable.155

In an astonishing achievement due toMartin and Steel [97] andWoodin [140]
the problem was finally solved; projective sets are determined, assuming large

150 L(R) is the smallest transitive inner model of ZF containing all the ordinals and all the reals.
151 An earlier proof of Borel Determinacy also due to Martin used a measurable cardinal [95].

This is an example of large cardinals having verifiable consequences, in Gödel’s sense of the
phrase here, i.e., it was subsequently proved without using measurables, and the measurables
in turn were verified by their having led to the “correct” result.

152 Zermelo’s set theory lacks the Replacement Axiom.
153 For other results in this vein see Friedman’s [34]. See also www.math.ohio-state.edu/~

friedman/manuscripts.html, which is an invaluable source of theorems and conjectures in this
line of research (especially 49–51), and also in Friedman’s more recent program of tangible
incompleteness.

154 The regularity properties are just those already mentioned, which hold for the Borel sets:
Lebesgue measurability, Baire property, and the perfect set property. The projective sets
are obtained from closed sets by iterating taking complements and continuous images. The
principle known as projective determinacy (PD) is independent.

155 See [91].
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cardinals. This implies many regularity properties for projective sets of reals
(see, e.g., [100]).

Whitehead’s Conjecture. In 1974 Shelah [116] surprised algebraists by prov-
ing that a problem about uncountable abelian groups attributed to Whitehead
(namely whether every Z-module satisfying Ext(A,Z) = 0 is free) was undecid-
able in ZFC. He later showed – in one of his first ventures in using forcing – that
the problem cannot be decided even assuming GCH. This andmuch subsequent
work by him in this area has had a large impact.

8 Further Philosophical Consequences of
the Incompleteness Theorems

We have treated the philosophical consequences of the Incompleteness The-
orems throughout this book, as they arise. Here we take up some further
issues.
The consequences of the Incompleteness Theorems for the Hilbert Program

center mainly around the question whether the Second Incompleteness Theo-
rem undermines the plank of that program having to do with the demand for
an internal finitary consistency proof as we saw.156 The consensus seems to
be in favor, but there are a number of important objections having to do with
the intensional adequacy of the provability predicate of the theory in ques-
tion (as we also noted). As for the demand for completeness, in the sense that
every mathematical proposition formulated in an appropriate system is prov-
able or refutable, this desideratum of the Hilbert Program would seem to be
straightforwardly impossible to satisfy.
It is all the more striking, then, that Gödel, after some wavering throughout

the 1930s and 1940s on the question whether there were absolutely undecidable
propositions,157 would adopt this position: “As to problems with the answer
Yes or No, the conviction that they are always decidable remains untouched by
these results [i.e., the Incompleteness Theorems].”

8.1 Absolute Undecidability
The above remark wasmade in the 1930s while Gödel still entertained the prop-
osition that there are absolutely undecidable statements, using the Continuum
Hypothesis (CH) as an example (see below). This is in contrast to statements

156 This depends on how one interprets the Hilbert Program, as of course the First Incompleteness
Theorem also can be interpreted as undermining that Program. See Zach’s writings on the
Hilbert Program, among which is [141]. See also Raatikainen’s [110].

157 See Gödel’s Brown Lecture 193? in [45]. Some papers on absolute undecidability include
[131], Koellner’s [78], and Davis’s [13].
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arising from “residual” or “formal incompleteness,” that is, artifacts of formal-
ization in the form of the First and Second Incompleteness Theorems, which
are solvable if we pass to higher systems as we saw in Section 2.4.1, which
treated Gödel’s mysterious footnote 48a.
As for what one might think of as a deeper form of incompleteness, involv-

ing independent set-theoretic statements, this is a different matter entirely.158

We saw in Section 6 above some examples of set-theoretic and also quite
mathematical statements that are independent of the ZFC axioms, where the
independence is not obtained via the Incompleteness Theorems but by other
means, for example, the forcing method. The question whether such independ-
ence is a permanent feature of set-theoretic practice is much debated in the
philosophy of set theory today. Some have argued that the concept of set is
inherently vague, so that statements such as the CH are underdetermined by the
concept of set;159 others, being very much inspired by Gödel’s remarks starting
in the 1940s, have argued that set-theoretic independence is impermanent, that
a natural extension of the ZFC will eventually emerge, which will decide the
set-theoretic questions of interest. Koellner [78] advocates the latter position:

Starting with a generally non-skeptical stance toward set theory I will argue
that there is a remarkable amount of structure and unity beyond ZFC and
that a network of results in modern set theory make for a compelling case
for new axioms that settle many questions undecided by ZFC. I will argue
that most of the candidates proposed as instances of absolute undecidability
have been settled and that there is not currently a good argument to the effect
that a given sentence is absolutely undecidable.

The evolution of Gödel’s own position regarding the decidability of such
statements begins with Gödel advocating for the absolute undecidability of
statements like the CH in the early 1930s.160 But then, as Karl Menger recalls
in [131], Gödel began to believe in around 1933 that “the right (die rechten,
sometimes he said die richtigen) axioms of set theory had not yet been found.”

158 The authors of [131] refer to this as “conceptual incompleteness.”
159 See, e.g., Feferman’s “Is the Continuum Hypothesis a definite mathematical problem?”

http://math.stanford.edu/~feferman/papers/IsCHdefinite.pdf.
160 For example in his Brown Lecture he remarks:

However, I would not leave it unmentioned that apparently there do exist questions of
a very similar structure which very likely are really undecidable in the sense which I
explained first. The difference in the structure of these problems is only that also vari-
ables for real numbers appear in this polynomial. Questions connected with Cantor’s
continuum hypothesis lead to problems of this type. So far I have not been able to
prove their undecidability, but there are considerations which make it highly plausible
that they really are undecidable.

1931?, [45], p. 35.
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By 1946–1947 this conviction ripened into a full program, grounded in the idea
of conceptual analysis of the meaning of the concept of set and of the related,
self-evident, and true axioms, and directed toward eliminating set-theoretic
independence of this kind:

This scarcity of results, even as to the most fundamental questions in this
field, may be due to some extent to purelymathematical difficulties; it seems,
however …that there are also deeper reasons behind it and that a complete
solution of these problems can be obtained only by a more profound analy-
sis (than mathematics is accustomed to give) of the meanings of the terms
occurring in them (such as “set,” “one-to-one correspondence,” etc.) and of
the axioms underlying their use.161

“Gödel’s Program,” as it is now known, would occupy Gödel’s attention for
most of the rest of his life. What he advocated in the direction of eliminat-
ing set-theoretic independence would inspire future generations of set theorists
and philosophers to follow him in deepening and sharpening the program, so
that now the literature on the justification of new axioms for set theory alone
is by now philosophically significant and quite substantial. Landmark texts in
the area include [26], due to Feferman, Friedman, Maddy and Steel; Maddy’s
work on justification including [93] and other works, which are written from
a naturalistic point of view; and Woodin’s [139], among his many other works
advocating specific new axioms. An interesting new proposal for the decid-
ability of the CH involving the model-theoretic concepts of model companion
and model completeness is explained in Viale’s “The model-companionship
spectrum of set theory, generic absoluteness, and the Continuum problem.”162

Gödel’s Program for large cardinals grew out of his contemplation of the
concept of absolute undecidability, but his treatment of absolute undecidability
also gave rise to a separate chain of ideas involving the computational nature
of the mind. In his 1951 Gibbs Lecture, Gödel defines absolute undecidability
to mean “undecidable, not just within some particular axiomatic system, but
by any mathematical proof the human mind can conceive.”163 Considering the
possibility of absolutely undecidable Π2 Diophantine sentences, he then goes
on to state what became known as his “disjunctive theorem”:

Either mathematics is incompletable in this sense, that its evident axioms can
never be comprised in a finite rule, that is to say, the humanmind (evenwithin
the realm of pure mathematics) infinitely surpasses the powers of any finite
machine, or else there exist absolutely unsolvable Diophantine problems of

161 [43], p. 179. For a detailed analysis of Gödel’s evolving views on absolute undecidability see
[131].

162 See also Viale and Venturi’s [134].
163 [45], p. 103.
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the type specified (where the case that both terms of the disjunction are true
is not excluded, so that there are, strictly speaking, three alternatives).

Note that, as Parsons has pointed out,164 the second alternative is not incom-
patible with Gödel’s well-known realist stance, that “mathematics describes a
non-sensual reality, which exists independently both of the acts and [of] the
dispositions of the human mind and is only perceived, and probably perceived
very incompletely, by the human mind.”165 But Gödel mainly argued for the
first alternative, and on numerous occasions, including in a Timemagazine pub-
lication in which he wanted it reported that “Either mathematics is too big for
the human mind,’ he says, ‘or the human mind is more than a machine.’ He
hopes to prove the latter.”166

The question whether “the mind is a Turing machine,” or more precisely the
question whether the Incompleteness Theorems challenge the idea that strictly
computational models of the mind/consciousness can be given, has generated a
large literature, mainly stimulated by Penrose’s argument in his Shadows of the
mind: a search for the missing science of consciousness [109], together with
the earlier arguments of Lucas [90]. Most philosophers, including Feferman
[23] and Burgess [7], have rejected Penrose’s arguments – though, as Burgess
says, “logicians are not unanimously agreed as to where precisely the fallacy
in their argument lies.” Limitations of space preclude any further treatment of
the Lucas–Penrose debate in these pages.167

8.2 Intuition, Insight, and Meaning
Incompleteness infects every formalism of interest, in that every attempt to
concretize our mathematical knowledge through formalization must inevitably
fail, if we desire completeness – and yet human beings can acquire genuine
mathematical knowledge. This is because human beings are equipped, accord-
ing to Gödel, with the capacity to grasp genuine mathematical content. Where
does this capacity come from? And does this mean that mathematical content
is not formal? In his 1958Dialectica paper, which is one of Gödel’s philosoph-
ically richest and most beautiful essays, Gödel speaks of a bifurcated mental
capacity, involving on one level intuition of concrete evidence and on a second
level insight into the meanings of abstract or higher-order objects:

Consequently, since finitary mathematics is defined as the mathematics
in which evidence rests on what is intuitive, certain abstract notions are

164 [107], p. 52.
165 [45], p. 323.
166 [5], p. 53.
167 For a recent reference on this issue see [1].
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required for the proof of the consistency of number theory . . . Here, by
abstract (or nonintuitive) notions we must understand those that are essen-
tially of second or higher order, that is, notions that do not involve properties
or relations of concrete objects (for example, of combinations of signs), but
that relate tomental constructs (for example, proofs, meaningful statements,
and so on); and in the proofs we make use of insights, into these mental
constructs, that spring not from the combinatorial (spatiotemporal) proper-
ties of the sign combinations representing the proofs, but only from their
meaning.168

Gödel indicates in a footnote to the above paragraph that his notion of
intuition is drawn from the formulation in Hilbert’s 1926 paper “On the infi-
nite” [63], but Gödel’s notion of intuition changed over time. Many have
written about Gödel’s notion of intuition, also in relation to Hilbert’s avow-
edly Kantian notion, including Tait [122]. As Tait points out in that essay,
“Gödel simply doesn’t see the ‘finite’ in ‘finitary’: He sees ‘concrete intuition’
instead, and he questions Hilbert’s restriction to the concrete.” Tait discusses
Gödel’s attempt to give an explicit bound on finitism, in the form of the
ordinal ϵ0:

Early in his career, he believed that finitism (in Hilbert’s sense) is open-
ended, in the sense that no correct formal system can be known to formalize
all finitist proofs and, in particular, all possible finitist proofs of consist-
ency of first-order number theory, PA; but starting in the Dialectica paper,
he expressed in writing the view that ϵ0 is an upper bound on the finitist
ordinals, and that, therefore, the consistency of PA, cannot be finitistically
proved . . . Incidentally, the analysis he gives of what should count as a finit-
ist ordinal in [1958], [1972] should in fact lead to the bound ωω , the ordinal
of primitive recursive arithmetic, PRA…169

As an aside, Gödel’s attempt to give a mathematically explicit bound on
finitism in the form of an ordinal is symptomatic of his general philosophi-
cal method, which can very roughly be described as philosophy in the form
of theorems. Moreover, short of an exact theorem, the basic stance is explic-
itly speculative, a view that is related to Gödel’s “rational optimism.” Whether
it be on the limits of intuitionism, leading to the remarkable theorem 1933e
that Heyting Arithmetic is equiconsistent with classical arithmetic, or the the-
orem 1932 that intuitionistic propositional logic cannot be thought of as a
finitely valued logic, or indeed in 1931, in the very beginning, that truth
separates from proof, philosophy, for Gödel, was to be a form of strenge
Wissenschaft.

168 [43], p. 241. Emphasis Gödel’s.
169 [122], p. 88.
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Returning to Gödel’s concept of concrete intuiton, Tait continues:

Gödel seems to have had in mind a kind of evidence that one might say
rests on abstract intuition, that goes beyond concrete intuition, but remains
logic free. This seems to be the idea that he was trying to work out – but
never succeeded – in the Dialectica paper and its revision (which he never
released for publication). But it is a different conception of intuition from
the kind of intuition he speaks of in [Gödel *1961/?; Gödel 1964], where
intuition is invoked as a source of new axioms in set theory. Charles Par-
sons [108, pp. 57–58] makes the distinction between the concrete intuition
of Hilbert’s finitism and intuition in the sense that it is used in [Gödel 1964;
Gödel, *1961/?] and discusses the latter in some detail. I am suggesting that
for Gödel there was another conception of intuition, to which I am referring
as “abstract intuition”, which would play the same foundational role as con-
crete intuition. For the purpose of consistency proofs it was essential, on pain
of circularity, that the methods used to prove consistency – finitism or pro-
posed extensions of it – rest on a different, non-axiomatic foundation from
the axiomatic theories whose consistency is to be proved.170

Logic and language freeness has been a running thread in this book on
Gödel’s Incompleteness Theorems. From Smullyan’s “abstract” proof of the
First Incompleteness Theorem to the subtle role of Church’s Thesis in the
Entscheidungsproblem, to, now, Gödel’s concept of abstract intuition, what
these all show is that to be concerned with the formal is to be concerned at
the same time with its limits.

8.3 Conclusion
The Incompleteness Theorems cut across the formal/informal divide like a fig-
ure skater executing figure-eights on the surface of the ice. If the authors of
books in this series are encouraged to express their own view of the matter at
hand, here, then, are two of mine. First, what the Incompleteness Theorems
demonstrate is the enduring plasticity of the syntax/semantics distinction, to
wit: Gödel’s 1931 gives us the First Incompleteness Theorem in fully syntac-
tic form – and yet one can view that theorem in a myriad of different ways
semantically. There is also the blurring of the syntax/semantics distinction. The
theorem depends, as we saw, on the concept of strong representability, but this
can serve as a device for masking semantic content, rendering formal objects as
geneological isolates.171 Finally, and speaking to the fragility of the distinction,

170 [122], p. 94. See also Parsons’s “Platonism andmathematical intuition inKurt Gödel’s thought”
[107], Burgess’s “Intuitions of three kinds in Gödel’s views on the continuum” in [70],
Tieszen’s “Gödel and the intuition of concepts” [126], van Atten and Kennedy’s [130], and
the various essays in van Atten’s [129].

171 The phrase “geneological isolate” appears in Section 2.3.1.

https://doi.org/10.1017/9781108981972 Published online by Cambridge University Press

https://doi.org/10.1017/9781108981972


Gödel’s Incompleteness Theorems 67

there is deviance, the fact that the Incompleteness Theorems are uncommonly
sensitive to disturbances in the syntax of the formalism in question.
Second, consider the axioms of Robinson arithmetic Q.172 The theory is

incomplete and, more than that, essentially incomplete:

1. ¬s(x) = 0
2. s(x) = s(y) → x = y
3. y = 0 ∨ ∃x(s(x) = y)
4. x + 0 = x
5. x + s(y) = s(x + y)
6. x · 0 = 0
7. x · s(y) = x · y + x

Logicians know vastly more about the Incompleteness Theorems than they
knew in 1931. So it is easy to lose one’s sense of wonder at the fact that such a
blindingly obvious set of axioms as those above is essentially incomplete and
essentially undecidable, meaning all axiomatizable consistent extensions are
incomplete and undecidable. Hold on to that wonder! For it teaches us that
when it comes to our attempt to master the conceptual order, whether it be in
mathematics or for that matter in any other domain, we will always fail – and
indeed in this case more than any other we should be glad to fail, for failure
was clearly the better, the more profound, outcome.

172 See Section G.3.
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Glossary
G.1 Peano Arithmetic PA

The language of Peano Arithmetic PA has =, a constant symbol 0, one-place
function symbol s, and two-place function symbols + and · . The axioms of PA
are the usual axioms for equality and

1. ¬s(x) = 0
2. s(x) = s(y) → x = y
3. x + 0 = x
4. x + s(y) = s(x + y)
5. x · 0 = 0
6. x · s(y) = (x · y) + x
7. for each formula ϕ(x0, . . . ,xn) of the language of PA the axiom

(ϕ(0,x1, . . . ,xn) ∧ ∀x(ϕ(x,x1, . . . ,xn) → ϕ(s(x),x1, . . . ,xn)))
→ ∀xϕ(x,x1, . . . ,xn).

G.2 Primitive recursive arithmetic PRA
The language of PRA has =, a constant symbol 0, variables xn, (n < ω), one-
place function symbols Z and s, k-place function symbols Pki for each i and k
with 1 ≤ i ≤ k < ω, and additional function symbols, which are introduced as
follows. If g is an m-place function symbol and h1, . . . ,hm are k-place function
symbols, then f = C(g,h1, . . . ,hm) is a k-place function symbol. If g is a k-place
function symbol and h is a (k + 2)-place function symbol, then f = R(g,h) is
a (k + 1)-place function symbol. The axioms of PRA are the usual axioms for
equality and

1. Z(x) = 0
2. s(x) = s(y) → x = y
3. x , 0 ↔ ∃y(s(y) = x)
4. Pki (x1, ...,xk) = xi
5. f(x1, ...,xk) = g(h1(x1, ...,xk), ...,hm(x1, ...,xk)),

when f = C(g,h1, ...,hm)
6. f(0,x1, ...,xk) = g(x1, ...,xk),
f(s(y),x1, ...,xk) = h(y, f(y,x1, ...,xk),x1, ...,xk),
whenever f = R(g,h)
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7. (θ(0) ∧ ∀x(θ(x) → θ(s(x)))) → ∀xθ(x),
where θ(x) is any quantifier-free formula in the language of PRA with a
distinguished free-number variable x.

G.3 The Theory Q
The language of Q is the same as the language of PA. Its axioms are:

1. ¬s(x) = 0
2. s(x) = s(y) → x = y
3. y = 0 ∨ ∃x(s(x) = y)
4. x + 0 = x
5. x + s(y) = s(x + y)
6. x · 0 = 0
7. x · s(y) = x · y + x

G.4 The Theory R
The language of R is the same as the language of PA. This theory is notable
because it is weaker thanQ but, then again, it is not finitely axiomatizable. The
axioms are as follows, for all m and n:

R1 n + m = n + m
R2 n · m = n · m
R3 ¬n = m, for n , m
R4 ∃y(y + x = n) → (x = 0 ∨ x = 1 ∨ . . . ∨ x = n)
R5 ∃y(y + x = n) ∨ ∃y(y + n = x)

G.5 The Arithmetical Hierarchy
1. The ∆00-relations are the recursive relations. Another notation is Σ

0
0 or Π

0
0 .

2. The Σ0n+1-relations are the relations R(m1, . . . ,mn) that satisfy

R(m1, . . . ,mn) ↔ ∃a1 . . . ∃akS(a1, . . . ,ak,m1, . . . ,mn),

where S(a1, . . . ,ak,m1, . . . ,mn) is a Π0n-relation.
3. The Π0n+1-relations are the relations R(m1, . . . ,mn) that satisfy

R(m1, . . . ,mn) ↔ ∀a1 . . .∀akS(a1, . . . ,ak,m1, . . . ,mn),

where S(a1, . . . ,ak,m1, . . . ,mn) is a Σ0n-relation.
4. The ∆0n-relations are the Σ0n-relations that are also Π0n-relations.

There is also the closely related arithmetic hierarchy of formulas of the lan-
guage of PA. The Σ0-formulas are the formulas in which all quantifiers are
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bounded, that is, of the form ∀x < y or of the form ∃x < y. The Σ0-formulas
are also called Π0-formulas. The Σn+1-formulas are formulas of the form ∃xϕ,
where ϕ is Πn. Respectively, the Πn+1-formulas are formulas of the form ∀xϕ,
where ϕ is Σn. A set (or a relation) of natural numbers is called Σn if it can be
defined on the structure (N,+, ·) by a Σn-formula. Respectively, a set (or a rela-
tion) is called Πn if it can be defined on the structure (N,+, ·) by a Πn-formula.
The r.e. sets are exactly the Σ1 sets. Thus recursive sets are exactly the ∆1-sets.
More generally Σ0n+1-relations are exactly the relations that can be defined by
a Σn+1-formula, and respectively for Πn+1- and ∆0n-relations.
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